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Abstract. In earlier work, we developed a modular approach for auto-
matic complexity analysis of integer programs. However, these integer
programs do not allow non-tail recursive calls or subprocedures. In this
paper, we consider integer programs with function calls and present a
natural extension of our modular complexity analysis approach to the
recursive setting based on a new form of ranking functions. Hence, our
approach combines already existing powerful techniques on the “imper-
ative” parts of the program and our novel ranking functions on the re-
cursive parts. The strength of this combination is demonstrated by our
implementation in the complexity analysis tool KoAT.

1 Introduction

There exist numerous approaches to analyze complexity of programs automati-
cally, e.g., [3-5, 7, 10, 11, 18, 22, 23, 28, 29, 37, 41, 44, 47], but most of them are
essentially limited to non-recursive programs. There are also several techniques
for complexity analysis of term rewrite systems (TRSs) [6] which can handle ar-
bitrary recursion. However, TRSs have the drawback that they do not support
built-in data types like integers. Thus, the goal of this paper is to automati-
cally analyze the complexity of programs with built-in integers and arbitrary
(possibly non-tail) recursion.

In previous work, we developed a modular technique for complexity analy-
sis of programs with built-in integers which we implemented in the complexity
analysis tool KoAT [10, 22, 35, 36, 38]. It automatically infers runtime bounds
for integer transition systems (ITSs) possibly consisting of multiple loops by
handling some subprograms as twn-loops (where there exist “complete” tech-
niques for analyzing termination and complexity [24, 25, 35, 36, 38]) and by
using multiphase-linear ranking functions [7, 8, 22] for other subprograms. By
inferring bounds for one subprogram after the other, in the end we obtain a
bound on the runtime of the whole program. In this paper, we extend our ap-
proach to ITSs which allow function calls, including non-tail recursion. In the
first attempt for such an extension from [10, Sect. 5], the results of function calls
were simply disregarded. In contrast, our novel approach can take the results of
function calls into account which leads to a much higher precision.
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main(x,y): fac(a):
while z > 0 do if a =0 then
y <+ y+fac(z); z 2 —1; return 1;
T+ 1; else if a > 0 then
while z <y do return a - fac(a — 1);

T 3-x;5 Yy 2-y;

Fig. 1: Recursive Integer Program with two Procedures

Ezxample 1. The first while-loop of the procedure main in Fig. 1 computes x!+
-+« =+ 1! by calling the subprocedure fac. We introduce a novel class of ranking
functions for recursive programs to show that this loop has quadratic runtime
(when every assignment has the “cost” 1). Note that y’s value is bounded by
y+x- 2%, where x and y refer to the initial values of the program variables. The
reason is that x! 4+ --- + 1! can be over-approximated by z - % since 1!,..., x!
are all bounded by x®. This observation is crucial for the runtime of the second
loop since it is executed at most log,(size(y)) + 2 = logy(y + x - %) + 2 times,
where “size(y)” denotes such an over-approximation of the (absolute) value of
y before the second loop. Hence, as the runtime of the first loop is quadratric
and the runtime of the second loop is less than quadratic, the overall program
has quadratic runtime. Here, [10, Sect. 5] fails to infer a finite runtime bound,
as it disregards the return value of fac. The runtime bound log,(y) + 2 for the
second loop can be obtained by our technique based on twn-loops, but not by
linear ranking functions. Thus, our novel approach for recursive integer programs
allows us, e.g., to apply ranking functions on some (possibly recursive) parts
of the program and techniques for twn-loops on other parts, i.e., it allows for
modular proofs that use different techniques for automated complexity analysis
on different subprograms in order to benefit from their individual strengths.

In this work, we extend our notions of runtime and size bounds [10, 22, 35, 36,
38] to the new setting of ITSs with function calls. On the one hand, as illustrated
by Ex. 1, we need size bounds to compute runtime bounds. On the other hand,
we also need runtime bounds to infer size bounds, because to this end we have
to over-approximate how often loops with variable updates are iterated. Thus,
our approach alternates between the computation of runtime and size bounds.
All our contributions are implemented in our complexity analysis tool KoAT.

Structure: In Sect. 2 we introduce our new notion of ITSs with function calls and
define runtime and size bounds for these programs. In Sect. 3, we show how to
compute modular runtime bounds for our new class of programs. Analogously,
we present a technique to infer size bounds in a modular way in Sect. 4. Finally,
in Sect. 5 we discuss related work and our implementation in the tool KoAT, and
provide an experimental evaluation demonstrating the strengths of our approach.
All proofs can be found in App. A.



Modular Automatic Complexity Analysis of Recursive Integer Programs 3
2 Recursive Integer Transition Systems

In Sect. 2.1 we extend ITSs by function calls and recursion. Afterwards, in
Sect. 2.2 we define runtime and size bounds which extend the corresponding
notions for I'TSs without function calls [10, 22, 35, 36, 38] in a natural way.

2.1 Syntax and Semantics of Recursive Integer Transition Systems

We fix a finite set of program variables V. As usual, Z[V] is the polynomial
ring over the variables V with integer coeflicients. We use polynomials for the
constraints in the guards of transitions.

Definition 2 (Atoms and Constraints). The set of atoms A consists of
all inequations p1 < pa for polynomials p1,ps € Z[V]. The set C of constraints
consists of all formulas built from atoms A and A.

We also use “>7, “=", “£” and negations “—”, since they can be simulated by
atoms and constraints (e.g., p1 > pa is equivalent to ps < p; + 1 for integers).
Disjunctions “V” are modeled by several transitions with the same start and
target location.

ITSs are a widely studied formalism in automatic program verification (see,
e.g., [1, 10, 12, 14, 27, 34]). An ITS consists of a set L of locations and a set
T of transitions, where a transition connects two locations. Moreover, every
transition has a polynomial update function n : V — Z[V]. The values of the
variables are “stored” in a state o : V — Z, where X denotes the set of all states.
When evaluating a transition, the values of the variables are changed according
to its update function, and we move from a configuration ({,0) € L x X to
another configuration (¢',0’). Since ITSs do not allow any non-tail recursion,
Def. 3 extends them to ITSs with function calls (called p-ITSs). To this end, we
introduce a set F of function calls ¢(¢) which can now occur in the updates of
variables as well. Here, ¢ is the start location of the subprogram that is called
and the update ¢ : V — Z[V] sets the program variables of the subprogram
to their initial values. More precisely, if o € X is the state before calling the
subprogram via £(¢), then the subprogram starts in a configuration (¢, &), where
& results from “applying” the update ¢ to the state o. For example, if (1 (a) = z,
then f1(¢1) represents the function call that sets a to the current value of x and
jumps to the location fi.

In addition, we also introduce a set of return locations 2 C L, and for every
return location ¢/ € {2, we let vy € V denote its return variable. As soon as a
called subprogram reaches a configuration (¢',c’) with ¢ € 2, the value o’ (vy)
is returned as the result of the function call £(¢). (We will define the semantics of
p-ITSs formally in Def. 5 and 6.) Thus, transitions may now have updates which
map variables to polynomial combinations of variables and function calls. This
is denoted by Z[V U F]. In this way, the results of function calls can be combined
polynomially, and they can be used by transitions when updating variables.
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Fig.2: An Integer Transition System with Function Calls p; and po

Definition 3 (p-ITS). The tuple (L, 4y, 2, F,T) is an ITS with function calls
(p-ITS) where

e L is a finite set of locations with an initial location £y € L,

e F is a finite set of function calls £(¢) with £ € L\ {4y} and ¢ :V — Z[V],

e (2 C L is a set of return locations and for every { € {2, vy € V denotes its
return variable, and

e T is a finite set of transitions: A transition is a 4-tuple (¢, ¢, n, ") with start
location £ € L, target location ¢’ € L\{{ly}, guard ¢ € C, and update function
n:V —Z[VUF].

We denote the set of function calls in a polynomial p, an update 7, or a transition
t by fun(p), fun(n), or fun(t), respectively. Similarly, for a function call p € F,
trans(p) is the set of all transitions of the ITS in which p occurs in an update.

Note that our definition of p-ITSs allows non-deterministic branching since
several transitions can have the same start location. Moreover, to model non-
deterministic sampling, our approach can easily be extended by additional “tem-
porary” variables which are updated arbitrarily in each evaluation step. Intu-
itively, these variables are set non-deterministically by an adversary trying to
“sabotage” the program in order to obtain long runtimes. However, we omitted
such temporary variables from the paper to simplify the presentation.

Ezample 4. The p-ITS in Fig. 2 corresponds to the program from Fig. 1. In
Fig. 2, we omitted trivial guards ¢ = true and identity updates of the form
n(v) = v. The p-ITS has the program variables V = {a,z,y}, five locations
L ={ly,l1,0s, f1, f2}, and two function calls p; = f1((1) and pa = f1({2), where
¢1(a) = 2 and (2(a) = a—1, and both ¢; and (s keep = and y unchanged. To ease
readability, we wrote fi(z,z,y) and fi(a — 1,2,y) instead of f1(¢1) and f1(¢2)
in Fig. 2. The subprogram with the locations f; and f; computes the factorial
a! recursively and returns this result in the return variable a when reaching the
return location fy (indicated by the doubled node). This subprogram is called
iteratively in the loop t; with the argument z (i.e., with ¢; where (3(a) = z).
The factorials z!, (x — 1)!,...,1 are summed up in the variable y. Afterwards, x
is set to 1 in to, and the second loop t3 at location /5 is executed.
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Let [e], denote the evaluation of an expression e in the state o € X, where
[e]» results from replacing every variable v in e by its value o (v). So, for example,
evaluating [3 - z], and [z > 0], at o(x) = 2 results in 6 and true, respectively.

From now on, we fix a p-ITS (L, o, £2,F,T) over the variables V. Formally,
an evaluation step of a p-ITS is a transformation of an evaluation tree T whose
nodes are labeled with configurations from £ x (X U {L}) and whose edges are
labeled with transitions or function calls. We distinguish two kinds of evaluation
steps: t-evaluation steps (for transitions ¢ € 7) and e-evaluation steps.

If a leaf of T is labeled with a configuration (¢,c) where a transition ¢ =
(£, 0,m,¢") can be applied, then a t-evaluation step extends T at the position of
this leaf to a new tree T’, denoted T <; T’. If the update 1 does not contain any
function calls, then T’ results from T by adding an edge from the node labeled
with (¢,0) to a new node labeled with a configuration (¢',0’) where o’(v) =
[n(v)]s for all program variables v. This new edge is labeled with ¢, i.e., (¢,0) —¢
(¢, 0"). This corresponds to ordinary evaluations of ITSs as in [22, 36, 38].

However, if ¢’s update contains function calls p; = £;(¢;) for 1 < i < n,
then T’ results from T by adding n + 1 children to the former leaf labeled with
(¢,0): The child (¢, 1) is connected by an edge labeled with ¢, i.e., ({,0) —+
(¢, 1). Here, L denotes an undefined state which will be instantiated later if the
function calls py, ..., p, reach return locations. Moreover, the children (¢;,0;)
are connected by edges labeled with p; for all 1 < ¢ <, ie., ({,0) —=,, (4,0;),
where o;(v) = [;(v)] for all program variables v.

When modeling the semantics in an alternative stack-based way, the p;-edges
would correspond to a push-operation where the function call p; is pushed on
top of the call stack. Our evaluation trees are an explicit representation of such
stacks. They lift the semantics of ITSs to p-ITSs in a natural way by moving from
evaluation paths to trees. An evaluation tree keeps track of every state that was
reached during the evaluation. While our operational semantics via evaluation
trees are equivalent to the stack-based semantics of recursion, the advantage over
the stack representation is that evaluation trees are particularly suitable for our
novel p-ranking functions for transitions with function calls in Sect. 3.1.

For an initial state o9 € Y, the evaluation always starts with the initial
evaluation tree T,, = ({(fo,00)}, <) which consists of the single node (¢, o)
and does not have any edges. We now define how to extend such trees using t-
and e-steps. Then the set of evaluation trees is the smallest set of trees that can
be obtained from such initial trees by repeated application of ¢- and e-steps.

Definition 5 (Evaluation of p-ITSs (t-Evaluation Step)). Let T be an
evaluation tree. T <; T’ is a t-evaluation step with the transition t = (£, ,n, )
iff T has a leaf labeled with (¢,0) where o € X, [¢]s = true, and

e if fun(n) = @, then T’ is the extension of T by an edge (¢,0) — (¢',0”) to a
new node labeled with (¢',0") where o' (v) = [n(v)]o for all v € V.

e if ) contains the function calls p1 = £1(C1), ..., pn = €n((n), then T is the
extension of T by the edges (¢,0) — (¢, L) and ({,0) —,, ({;,0;), where
o;(v) = [¢i(v)]e for allv €V and all 1 <i < n.
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(£0,(0,2,0) —— (£1,(0,2,0)) h (6, 1)
o1 “push (f1,(2,2,0))
o1 = (1, (2,2,0) — 2 (£2,(2,2,0)) = ez
po Spush (i, (1,2,0)) 1= “pop”
e = (f1,(1,2,0) —— (£2,(1,2,0)) = e
ps Spush (£1,(0.2,0)) < “pop”
(1,(0,2,0) — s (f2,(1,2,0) = 5

Fig.3: Exemplary Evaluation of a p-ITS

To instantiate the undefined state L, we use e-evaluation steps. An e-evalua-
tion step corresponds to a pop-operation in the stack-based semantics, i.e., it is
used to return the value of a function call after it has been fully evaluated. If the
tree contains (¢,0) = (¢', L) and (¢,0) —,, ({;,0;) for 1 < i < n, and there are
paths from the nodes (¢;,0;) to configurations (¢;,o.) where £, € {2 is a return
location, then the undefined state L can be replaced by a state ¢’ such that
o'(v) = [7(v)]o for all program variables v. If n is the update of the transition
t, then 7j(v) results from n(v) by replacing every function call ¢;((;) occurring
in 7 by the corresponding returned value o;(ve/) for all 1 < i < n. We denote
this by 7(v) = n(v) [¢i((i)/oi(ve;)]. Thus, an e-evaluation step does not add new
edges to an evaluation tree; it merely replaces L by a state with concrete values
obtained from the evaluated function calls.

Definition 6 (Evaluation of p-ITSs (e-Evaluation Step)). Let T be an
evaluation tree. Furthermore, let there be a transition t = (£,p,n,¢) such that
T contains a node labeled with (¢, 0), with edges and children nodes of the form
(l,0) =¢ (U, L) and (L,0) —,, (Li,04) for function calls p; = ¢;(¢;) € fun(n).

If T contains paths from each child labeled with (¢;,0;) to a node labeled with
(b5, 0l) € 2 x X, then T <. T’ is an e-evaluation step iff T results from T by
replacing the label (¢, L) by (¢',0"), where o' (v) = [n(v) [€i(Ci)/oi(ve)]]o for all
variables v € V.

We write <7 for (J,c <¢ and < for <7(.3. Moreover, we denote finitely
many evaluations steps T < --- < T by T <* T".

Ezample 7. Reconsider the p-ITS from Fig. 2 and let us denote states o € X' as
tuples (o(a),o(z),0(y)) € Z3. The tree in Fig. 3 shows an evaluation starting
in Tg,2,0y- Here, a dashed arrow indicates that a state which was reached via
a function call was used to replace L via an e-evaluation step. Note that these
dashed arrows are not part of the actual evaluation tree but they are just depicted
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to illustrate the construction of the tree.! So for example, if o; always denotes the
state of the configuration ¢;, then for the configuration ¢ = (f2,03), the value
o2(a) = 2 is obtained from t5’s update n(a) = a- f1({2) and the value of the return
variable in the configuration cy, i.e., [n(a)[f1(¢1)/c4(a)]]o, = [a - 04(a)]s, =
o1(a) -o4(a) =2-1=2.

In the next evaluation step, (¢1, L) can be instantiated by considering the
return variable in the configuration c¢y. Then, L would be replaced by (0,1, 2).
Note that while in this tree, every node has at most one child connected by a p-
edge, in general a node can have several outgoing p-edges if there exist transitions
whose updates contain several function calls (e.g., the naive implementation of
the Fibonacci numbers).

The goal of complexity analysis is to derive an upper bound on the number
of t-evaluation steps starting in the initial tree T,, with the single node (¢y, 0¢).
For any tree T and set of transitions T, |T|r is the number of edges which are
marked by a transition from 7. The runtime complerity measures how many
transitions are evaluated in the worst case in any evaluation tree that results
from T,,. In the following, let N = NU {w}.

Definition 8 (Runtime Complexity). The runtime complexity is rc : X —
N and rc(og) = sup {|T|r | To, <* T}.

Here, we count only ¢-edges labeled by transitions (and no p-edges labeled by
function calls) to obtain a natural extension of our previous approach without
function calls. Note that an upper bound on the number of p-edges can be easily
derived from an upper bound on the number of t-evaluation steps by multiplying
with the branching factor (i.e., by the maximal number of function calls occurring
in the update of any transition).

2.2 Runtime and Size Bounds for p-ITSs

Now we define our notion of bounds. We only consider bounds which correspond
to functions f that are weakly monotonically increasing in all arguments, i.e.,
where < y implies f(...z...) < f(...y...). In this way, if f and g are both
upper bounds, then fog is also an upper bound, i.e., bounds can be “composed”
easily. For example, we used this in the introductory Ex. 1 where we inserted
the size bound “size(y)” into the runtime bound log,(y) + 2 of the second loop.

In principle, every weakly monotonically increasing function could be used as
a bound in our framework. However, here we restrict ourselves to bounds which
are easy to represent and to compute with, and which cover the most prominent
complexity classes. As in [38], bounds can also be logarithmic. In contrast to our

! This is crucial, because the edges of the evaluation trees correspond to those steps
were our p-ranking functions must be (strictly or weakly) decreasing. So they have
to decrease for steps with transitions like ¢1 or ¢t5 (where variable values are changed
according to the result of a function call), but not for e- (or “pop”)-steps. This is the
reason for defining the evaluation of p-ITSs via evaluation trees instead of stacks.
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earlier papers, we also consider exponential bounds with non-constant bases to
represent bounds like z*.

Definition 9 (Bounds). The set of bounds B is the smallest set with N C B,
V C B, and {by + by, max(by, by), by - by, p**,log,. (b1)} C B for all by, by € B, all
polynomials p € N[V], and all k € R~,.?

A runtime bound RB(t) over-approximates the number of t-evaluations that
can occur in an arbitrary evaluation starting in a state o9 € X, i.e., it is a
bound on the number of t-edges in any evaluation tree resulting from T,,. In
the following, let |o| denote the state with |o|(v) = |o(v)]| for all v € V.

Definition 10 (Runtime Bound). RSB : T — B is a runtime bound if for all
oo € X, allt €T, and all trees T with Ty, <* T, we have |T|y < [RB(1)]|60)-

Cor. 11 shows that to obtain an upper bound on the runtime complexity, one
can compute runtime bounds for each transition separately and add them.

Corollary 11 (Over-Approximating rc). Let RB be a runtime bound. Then
for all states oo € X, we have rc(og) < [>2,c7 RB(1)] |0,

Ezample 12. In Fig. 2, the transitions ¢y and t5 executed at most once, i.e.,
RB(to) = RB(t2) = 1. In Ex. 27, we will infer a runtime bound with RB(t;) =
RB(ty) = x, RB(t3) = logy(y + - 2%) + 2, and RB(t5) = 22. This results in a
quadratic bound on the runtime complexity of the p-ITS.

Our approach performs a modular analysis, i.e., parts of the program are
analyzed as standalone programs and the results are then lifted to contribute
to the overall analysis. So to compute a runtime bound for a transition ¢, our
approach considers all transitions and function calls ¥ € 7 U F that can occur
before ¢ in evaluations, and it needs size bounds SB(1,v) to over-approximate
the absolute values that the variables v € V may have after these “previous”
transitions and function calls 9. We call RV = (T UF) x V the set of result
variables. Note that in contrast to runtime bounds (and to our earlier papers),
we now also have to capture the effect of function calls F via size bounds.

Definition 13 (Size Bound). A function SB: RV — B is called a size bound
if for all (9,v) € RV, all states o9 € X, and all trees T with Ty, <* T containing
a path (Lo, 00) = -+ =9 (o, 0) with o # L, we have |o|(v) < [SB(Y,v)]|0)-

Ezample 14. In Fig. 2, SB(tg,z) = x is a size bound, since the value of x after
evaluating to is bounded by the initial value of x. (Ex. 34 will show how to com-
pute such size bounds.) Similarly, we have SB(t2, 2) = 1 and SB(t2,y) = y+a-a*,
see Ex. 40. The size bound SB(p1,a) = x (see Ex. 34) expresses that the value
of a after executing the function call p; is bounded by the initial value of z.

2 More precisely, instead of log, (b1) we use the function [log,(max {1,b:})] to en-
sure that bounds are well defined, weakly monotonically increasing, and evaluate to
natural numbers.



Modular Automatic Complexity Analysis of Recursive Integer Programs 9

3 Modular Computation of Runtime Bounds

Now we introduce our modular approach for the computation of runtime bounds.
To be precise, we infer runtime bounds for subprograms 7’ and then lift them
to runtime bounds for the full program. For any non-empty 7' C T, let L =
{te L] _,_,_) €T} contain all start locations of transitions from 7.
Recall that a global runtime bound RB(t) over-approximates how many times
the transition ¢ € 7 may be evaluated when starting an evaluation of 7 from the
initial location ¢y € L. To make this explicit, instead of RB(t) we could also write
RBt’T(&)). Now we are also interested in local runtime bounds, where one takes
a subprogram 7’ C 7T and a location ¢ from £ into account. Then RBUT ()
over-approximates the number of applications of the transition ¢ € 7’ in any run
of 7' starting in the location ¢ € L£4-. To highlight that these runtime bounds
may be “local” (i.e., that they can regard arbitrary subprograms 7"'), we add the

subscript “loc”. So a local runtime bound is a function RB fc’)z/ L — B IT =
T, then RBLT (£y) corresponds to a global runtime bound RB(t) of t. We define

1

local runtimgcbounds as functions from locations to bounds (rather than from
transitions, as with global runtime bounds) in order to simplify the presentation
later on when inferring local runtime bounds from ranking functions, because
ranking functions are also functions from locations to bounds, see Lemma 18.

So for any state g € X, [RB f(’)zl (€)]}00| is an upper bound on the number
of t-edges that can occur in any evaluation tree resulting from the initial single-
node tree (¢,00), if only transitions from 7' and e-steps are used, i.e., one only
executes the subprogram 7’. However, local runtime bounds do not consider
how often such a local evaluation of the subprogram 7" is started or how large

the variables are before starting such a local evaluation. If ¢ and 77 are clear
t, 7’

loc -

Definition 15 (Local Runtime Bound). Let @ # 7' C T be a set of transi-
tions and let t € T'. Then RBioc : L7+ — B is a local runtime bound for ¢ w.r.t.
T if for all o9 € X, all £ € L+, and all trees T with ({(¢,00)}, ) <*T'u{a} T,

we have [Ty < [RBioc(€)]|00]- To make this explicit, we also write RBLT

loc -

For readability, in contrast to our previous work [35, 36, 38], Def. 15 considers
arbitrary initial states og € X, but it could also be refined to only consider states
oo € X where (¢, 0¢) is reachable in the full program with all transitions 7. Note
that the actual evaluation relation is considered both for local runtime bounds
and also for local size bounds in Sect. 4, i.e., here of course one also takes the
guards of transitions into account.

In Sect. 3.1 we introduce a novel form of p-ranking functions to derive local
runtime bounds for p-ITSs with function calls automatically. Then, we show in
Sect. 3.2 how global runtime bounds can be inferred from local runtime bounds.

from the context, we just write RBjo. instead of RSB

3.1 Ranking Functions

Ranking functions are widely used to analyze termination or runtime complexity
of programs (e.g., [7-9, 22, 26, 45]). The idea of ranking functions is to construct
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a well-founded relation by mapping program configurations to numbers. Typi-
cally, SMT solvers are used to find such a suitable mapping automatically. We
first consider programs without recursive function calls and recapitulate classical
ranking functions in our setting of p-ITSs. Afterwards, we extend ranking func-
tions to a novel form of function call ranking functions, which allow us to derive
local runtime bounds for p-ITSs with arbitrary (possibly recursive) function calls.
Recall that fun(¢) denotes the set of function calls in the transition ¢ and
trans(p) is the set of all transitions with the function call p. For 7/ C T, let
fun(7") = U,c7 fun(t) denote the set of all function calls p € fun(t) for transi-
tions ¢t € T'. Moreover, fun(L7) is the set of all function calls ¢( _) with £ € L7,
i.e., all function calls that lead into the subprogram 7. We also refer to fun(77)N
fun(L7) as the set of recursive function calls of the subprogram 7’ and to
T’ N trans(fun(L7)) as the set of recursive transitions of the subprogram 7.

Classical Ranking Function: Before we introduce our novel class of ranking func-
tions for p-ITSs, we recapitulate classical ranking functions and adapt them to
the setting of p-ITSs. As mentioned, we first consider subprograms 7' which do
not contain recursive function calls for jumps “within” 77, i.e., where fun(7") N
fun(L1) = @. A function rq : £ — Z[V] is a classical ranking function for the
decreasing transition ¢ w.r.t. the subprogram 7, if every evaluation step with
t decreases the value of rq, where rq’s value is positive, and evaluation steps
with the (other) transitions of 7’ do not increase the value of r4. Then for any
T'-evaluation tree, rq(¢) is a bound on the number of edges labeled with the
decreasing transition t.

We also use the relations —; and —, without referring to an actual evaluation
tree. Thus, we say that (¢,0) —y (¢, 0") holds for some ¢ € T UF if there exists
an evaluation To, <% (. T for some initial state oo € 2’ such that T contains
an edge (¢,0) —y (¢, 0’). In the following definition, we extend the evaluation
of an arithmetic expression e to the “undefined” state L by defining [e], = 0.

Definition 16 (Ranking Function). Let @ # 7' C T with fun(T") Nfun(L7)
=@, and let t € T'. Then rq : L — Z[V] is a ranking function (RF) for the
transition t w.r.t. T’ if for all evaluation steps (£,0) —¢ (¢',0"), we have:

(a) ift' €T, then [ra(®)]s > [ra(?)]s
(b) ift' =t, then [ra(0)]o > [ra(?)]er and [ra(£)], > 0

So Def. 16 does not impose any requirements on how the value of rq changes
when following edges labeled with function calls. The reason is that due to
the requirement fun(7’) N fun(Ly/) = @, all function calls of 7' lead outside
this subprogram and thus, they are irrelevant for local runtime bounds w.r.t.
T’. Note that if t’s update 7 contains function calls, then in general it is not
decidable whether (¢,0) — (¢',0’) holds. Thus, to over-approximate —; in
our automation, we consider a modified update 1’ where all function calls are
replaced by fresh “non-deterministic” values. To ease the automation of our
approach, in practice we restrict ourselves to linear polynomial ranking functions
and use the SMT solver Z3 [42] to infer ranking functions automatically. Our
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modular approach allows us to consider program parts separately, such that
using linear ranking functions usually suffices even if the overall program has
non-linear runtime. Note that when lifting local to global runtime bounds (in
Sect. 3.2), we use size bounds that indeed take the results of “previous” function
calls into account (see Sect. 4 for the computation of size bounds).

Ezample 17. We compute a (classical) ranking function for the transition ¢;
w.r.t. the subprogram 7' = {¢;} from Fig. 2: We have fun(7") = {p1}, but the
location fi of pq is not in L7 = {¢1}. Thus, fun(7")Nfun(Ly) = {p1} N@ = 2,
i.e., 7' does not have any recursive function calls, but all function calls of T’
leave the subprogram 7'. An RF for ¢; w.rt. 7' = {¢;} is rq(¢1) = x. The RF
can always map all remaining locations outside the subprogram 7" to 0.

Lemma 18 shows how to obtain a local runtime bound from a (classical) rank-
ing function. We use [-] to transform a polynomial into a (weakly monotonically
increasing) bound from B by taking the absolute values of the coefficients, e.g.,
for the polynomial  — y we obtain the bound [z — y] =z + y.

Lemma 18 (Local Runtime Bounds by RFs). Let @ # T’ C T where
fun(7") Nfun(Ly) = &, and let t € T'. Moreover, let rq be an RF for t w.r.t.
T'. Then RBioc : L7+ — B is local runtime bound for t w.r.t. T', where for all
e Ly, we define RBioc(€) = [ra()].

Ezample 19. With the ranking function of Ex. 17, Lemma 18 yields the local
runtime bound RB It} (61) = [ra(ty)] = =.

loc

Function Call Ranking Functions: Now we consider arbitrary p-ITSs with pos-
sibly recursive function calls. To obtain local runtime bounds for such p-ITSs,
we introduce the novel concept of “function call ranking functions” (p-RFs). In
contrast to classical ranking functions, p-RF's also contain an explicit bound on
the number of function calls. More precisely, a p-RF (rq, ¢, 7¢) combines a clas-
sical ranking function rq with two additional ranking functions ry : £ — Z[V)]
and 7¢ : £ — Z[V]. While rq yields a bound for a decreasing transition ¢t w.r.t.
T, r¢ yields a bound for the transitions from 7" with recursive function calls
and 7¢ yields a bound on these recursive function calls themselves. We distin-
guish these three ranking functions because they have different influences on the
overall bound for the possible number of applications of ¢ in the subprogram 7.
For example, ry has an exponential influence on the runtime while the other two
ranking functions only have a polynomial impact, see Thm. 22.

More precisely, for a set of function calls F, let trans(F’) = {J ¢  trans(p)
be the set of all transitions ¢ € trans(p) for function calls p € F’'. Recall that
fun(Ly) is the set of all function calls ¢(_) with a location ¢ € L. Thus,
trans(fun(L7)) is the set of all transitions which contain a function call £(_) with
£ € L. Then for any location £ € £ and any T’-evaluation tree, r¢(¢) yields a
bound on the number of edges labeled with transitions from 7’ Ntrans(fun(L7))
on paths starting with (¢,_), where these paths may contain both steps with
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transitions and steps with function calls. So 7' N trans(fun(L7)) are recursive
transitions from 7’ whose function call jumps into 7 again.

Furthermore, for any location ¢ € £ and any T'-evaluation tree, r¢(¢) is a
bound on the number of p-edges with function calls that jump into 7’ again on
paths starting with (¢,_). So there are recursive function calls from fun(7”) N
fun(L7). In Ex. 7, these function calls correspond to vertical edges, whereas
steps with transitions correspond to horizontal edges.

As for classical RFs, Def. 20(a) requires that rq, r, and ¢ do not increase for
edges of a T’-evaluation tree. Furthermore, to ensure the previously mentioned
properties, as for classical RFs, (b) requires that rq4 is decreasing and positive for
edges labeled with ¢ (if the decreasing transition ¢ is not recursive, i.e., it does not
contain any recursive function calls). Condition (c¢) imposes these requirements
for ry+ and edges labeled with recursive transitions from 7' N trans(fun(Ly)).
In particular, this is also required for ¢ if ¢ is a recursive transition and thus, it
was not already handled in (b). Finally, (d) requires these properties for r¢ and
edges labeled with recursive function calls from fun(7”) N fun(L7).

Definition 20 (Function Call Ranking Function). Let @ # 7' C T and
lett € T'. Then (rq,ris,re) with rq,rie, e : L — Z[V] is a function call ranking
function (p-RF) for t w.r.t. T' if for all evaluation steps (£,0) —y (¢',0") with
Y eT ordetun(T’) Ntun(Ly), we have:

(a) for allie {d,tf,{} [ri(O)]e = [ri(€)]o
(b) if 9 =1t and t & trans(fun(Ly)), then

[raO)]e > [ra@)]er and [ra(€)]s >0
(c) if ¥ € T'Ntrans(fun(Ly)), then [rie(€)]s > [ree(¢)]o and [ri(€)]e> 0
(d) if 9 € tun(T") Nfun(Ly), then [re(0)]s > [re(€)]o and [re(£)]s >0

Note that 7q can be set to 0 for all locations if ¢ € trans(fun(Ly)).

Ezample 21. We now compute p-RFs for ¢; w.r.t. {t1} and for ¢t5 w.r.t. {t4,t5}
in the program from Fig. 2.

e First, we consider 7' = {¢1}. As in Ex. 17, we have fun(7”) Nfun(Ly) = @
and 77 N trans(fun(L7/)) = @, since there is no function call with the
location L7+ = {{1}, i.e., fun(Ly/) = &. A p-RF for t1 is re(1) = r¢(€1) =0
and rq(¢1) = 2. Again, locations outside 7' can always be mapped to 0. So,
here the p-RF corresponds to the classical ranking function from Ex. 17.

e For the subprogram 7’ = {t4,t5} we have fun(7’) N fun(Ly) = {p2} and
T Ntrans(fun(Ly)) = {¢s}. Thus, a p-RF for ¢5 is ra(f1) = ra(f2) = 0 (as
ts € trans(fun(Ly))), rie(f1) = 1 and r¢(f2) = 0 (since t5 was not already
handled by rq, t5 must be decreasing for r), and r¢(f1) = a, r¢(f2) = 0
(to make py decreasing, since (fi,0) —,, (f1,0’) implies [r¢(f1)]o = o(a) >

o(a —1) = o'(a) = [re(f1)]o)-

Now we show how to construct a local runtime bound from a p-RF. To
simplify the presentation, here we restrict ourselves to transitions which have at
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no (N1, M2) Rno(n1 —1,n2)

NO N2 .
T’ N trans(fun(L4)) t t

dy steps da steps

O

RTL[) ni,n2 — 1)

Fig. 4: Ilustration of Ry, (n1,n2)

most one function call in their update and refer to App. B for the general case
which handles transitions with arbitrary many function calls.

For a local runtime bound, we have to over-approximate how many edges
labeled with ¢ can occur in a T”-evaluation tree starting with a configuration of
the form (¢,_). As mentioned, the ranking functions rq, r, and r¢ influence the
local runtime bound in different ways: If every path has at most ng edges labeled
with the transition ¢ (if ¢ is not a recursive transition from trans(fun(L7))), n1
edges labeled with the recursive transitions from 77 N trans(fun(£7)), and ne
edges labeled with recursive function calls, then R,,,(n1,n2) over-approximates
the number of t-edges in any 7'-evaluation tree, where R, (n1,n2) is defined
via the following recurrence:

® (n ns) = no, ifni=0o0rny=0
no(M1,M2) = 1410 + Ry (n1 — 1,n2) + Ry (n1, 12 — 1), otherwise

This is shown by induction on ny 4+ ng: If ny = 0 or ny = 0, then there is no
recursive function call and thus, there can be at most ng edges labeled with the
decreasing transition ¢. The induction step is illustrated in Fig. 4. First consider
the case where t is not a recursive transition. Then the path from the root to the
first node N7 where a function is called recursively uses at most d; < ng edges
labeled with ¢. Due to our restriction on the number of function calls in the
update, N7 has at most one outgoing edge labeled with a recursive function call
p and one outgoing edge to a node N, labeled with the corresponding recursive
transition from 7' Ntrans(fun(L7)) whose update contains p. The function call
p leads to a subtree with at most R, (n1,n2 — 1) many t-edges by the induction
hypothesis. The path from N5 to the next node N3 where a function might be
called uses at most do edges labeled with ¢, where d; + do < ng. Finally, the
subtree starting in the node N3 has at most R,,(n1 — 1,n2) many t-edges by
the induction hypothesis. Thus, the number of ¢-edges in the full tree is at most

Ty < di+ Rng(ni,n2 — 1) +da + Ryp(n1 — 1,m2)
<ng + Rpg(n1 — 1,n2) + Ry, (n1,n2 — 1).
If ¢ is recursive, we have d; = do = ng = 0. However, the step from N; to N,

might be done with ¢. Thus, we obtain |T|; < 1+ Ry, (n1,n2 — 1) 4+ Ry (n1 —
1,7n2). So in both cases, we have |T|r3 < 1410+Rp,(n1—1,1m2)+Rpy (11, n2—-1).
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As shown in App. A, ng + ng - (1 4+ 2 - ng) - ni? is an over-approximating
closed form solution of R, (n1,n2). Hence, instantiating this closed form with
the ranking functions yields the desired local runtime bound. As mentioned, a
generalized version of this theorem for transitions with arbitrary many function
calls in their updates can be found in App. B.3

Theorem 22 (Local Runtime Bounds by p-RFs). Let @ # T’ C T such
that | fun(n)| < 1 holds for every update n of the transitions in T'. Moreover, let
t €T and (rq,r,7¢) be a p-RF fort w.r.t. T'. Then RBioe : L1+ — B is local
runtime bound for t w.r.t. T', where for all ¢ € L+, we define RBioc(£) as:

[ra(O1 + (O] - (142 [ra(@)]) - [r(@)] 71

Ezxample 23. With the first p-RF of Ex. 21, Thm. 22 yields the local runtime
bound RB (01) = [ra(61)] = 2 (since r¢(¢1) = 0). With the second p-RF

of Ex. 21, we obtain RBfgé{t“’%}(fl) = [re(f)] - [ree(fO)]T DT = q, since
ra(f1) =0, res(f1) = 1, and r¢(f1) = a.

3.2 Lifting Local Runtime Bounds to Global Runtime Bounds

To lift local to global runtime bounds, we consider those transitions and function
calls which start an evaluation of the subprogram 7”. Remember that fun(L7)
denotes the set of all function calls ¢(_) € F with ¢ € L7/, where L7 are the
start locations of the transitions in the subprogram 7.

Definition 24 (Entry Transitions and Function Calls). Let @ £ 7' C T
be a non-empty set of transitions. Then ET ={r €e T\T' | 3L € Ly.7 =
(_,_,_,£)} is the set of direct entry transitions and EFr = {r € T\ T’ |
fun(r) Nfun(Ly) # @} is the set of entry (function) calling transitions for T”.

Ezample 25. For Fig. 2 and the subprogram 7' = {t,} with the locations L, =
{1}, we have the entry transitions £7 (4,3 = {to}. Moreover, considering 7' =

{t4,t5} ylelds ‘C{t4at5} = {fl} and S‘F{t4,t5} = {tl}

Thm. 26 allows us to lift arbitrary local runtime bounds of a subprogram
T’ (e.g., local runtime bounds by p-RFs) to global runtime bounds for the full
program with all transitions 7. To this end, for every entry transition r € £7 U
EF 1+, we consider RB(r) to over-approximate how often a local run of T is
started. In contrast to our previous work [22, 35, 38], we also have to consider
entry calling transitions v € EF 7. Furthermore, we have to consider the size of
the program variables after entering the subprogram by r or by a function call p
in . Hence, we replace every program variable v € V by its size bound SB(¥, v)

3 An alternative approach would be to add suitable transitions in order to transform
any program into a program with at most one function call per transition. When
using a p-RF on the transformed program, Thm. 22 would result in a similar local
runtime bound as when using the p-RF on the original program and computing the
local runtime bound via the generalized version of Thm. 22 in App. B.
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for ¥ = r or ¥ = p, respectively. This is denoted by “[v/SB(¢,v) | v € V]”. In
Sect. 4, we show how to infer size bounds automatically. In the following, let
£, € L denote the target location of a transition r and let ¢, € £ denote the
location of a function call p, i.e., if p = ¢(¢) then £, = £. Here, it is important to
restrict ourselves to subprograms 7' without initial transitions (g, _, _,_) that
start in the initial location £y. Let Ty denote the set of all initial transitions. The
reason is that initial transitions do not have predecessor (entry) transitions. In
fact, initial transitions always have the global runtime bound 1 by construction
since according to our definition of p-ITSs in Def. 3, the initial location ¢y cannot
be reached by any transition.

Theorem 26 (Lifting Local Runtime Bounds). Let RB be a (global)
runtime bound, SB be a size bound, @ # T C T\ To, and t € T'. Moreover, let

RB fc’;cr/ be a local runtime bound for the transition t w.r.t. T'. Then RB' is also
a global runtime bound, where RB'(t') = RB(t') for all t' #t and

RB (1) = Sy cer,, RB()-RBLT (6) [v/SB(r,v) |ve V]

loc
+ ZTESFT/ Zpefun(r) Nfun(Lyr) RB(T) - RB fc;z— (EP) [U/SB(/)?’U) | v E V]

Ezxample 27. We now compute the remaining global runtime bounds for the p-
ITS of Fig. 2, see Ex. 12. For the transitions t; and t5, we had inferred the local

runtime bounds RB f;é{tl}(él) =z and RB ts’{t“’tS}(fl) = a in Ex. 23.

loc

e Thus, we obtain RB(t) = RB(to) - RBL (0)) [2/SB(te, 2)] = = (with
RB(tg) = 1 and SB(tg,x) = ) by Thm. 26.

e Furthermore, we have RB(t5) = RB(t1) - RBL = (1) [a/SB(py, a)] = 22
(with RB(t1) = = and SB(p1,a) = x) by Thm. 26.

e Moreover, RB fé(’:{t“’t‘r’}(fl) =1 is a local runtime bound since t4 can only be
executed once in the subprogram {t4,%5}. Here, we get RB(t4) = RB(t1) -

R8t47{t4,ts} (1) =z

loc

e Finally, RBfﬁé{t?’}(ZQ) = logy(y) + 2 is also a local runtime bound, which
cannot be inferred by linear ranking functions but by our technique based
on twn-loops [24, 25, 35, 36, 38] (see App. C for the detailed construc-
tion). Lifting this local bound by Thm. 26 yields the global bound RB(t3) =

RB(ty) - RBE3 (0,) [y/SB(ta, y)] = logy(y + - 2%) + 2 (with RB(ts) = 1

loc

and SB(t2,y) =y +x - z7).

Thus, our modular approach allows us to consider individual subprograms sepa-
rately, to use different techniques to compute their local bounds, and to combine
these local bounds into a global bound afterwards.

4 Modular Computation of Size Bounds

We now introduce our modular approach to compute size bounds. To this end, we
extend the technique of [10] to handle ITSs with function calls. For every result



16 N. Lommen, J. Giesl

variable (¢9,v) € RV = (T UF) x V, we define a local size bound SBio.(9,v) €
N[V UF]. So 8Bioc(V,v) is a polynomial over the program variables and function
calls (which are treated like variables). When instantiating every function call p
in SBioc(V,v) by the size of its result, then SBjoc(¢, v) must be a bound on the
size of v after a single evaluation step with ¢ (where “size” again refers to the
absolute value). Thus, local size bounds are more restrictive than local runtime
bounds, which consider arbitrary runs within the subprogram rather than being
limited to a single evaluation step. Here, the result of a function call p can be
obtained as soon as the evaluation of the call ends in a configuration (¢,,0,)
with £, € £2. Then the result of the call has the size |o,|(vy, ).

Definition 28 (Local Size Bound). SBj,. : RV — N[V U F] is a local size
bound if for all (9,v) € RV, all evaluations (¢',c") =y (£,0) with o # L, and
all evaluations (¢',0") —, o =* ({,,0,) starting with some p € F such that
L, € 2 and o, # L, we have |o|(v) < [ SBioc(D,v) [p/ |o,l(ve,) | p € F] ljo)-

For every result variable (t,v) € T x V with ¢t = (_,_,n,_), in practice we
essentially use SBioc(t,v) = [n(v)], e.g., SBioc(t1,y) = y+p1 and SBioc(t1, ) =
[x — 1] = « 4+ 1 for the program from Fig. 2. However, due to the guard = >
0 of the transition ¢;, here we can obtain the more precise local size bound
SBioc(t1, ) = z. Similarly, we essentially use SBioc(p,v) = [((v)] for every
result variable (p,v) € F x V with p = £(¢). So for Fig. 2, we would obtain
SBioc(p2,a) = [a—1] = a+1. However, due to the guard a > 0 of the transition
t; whose update contains the function call py, we can again obtain the more
precise bound SBc(p2,a) = a.

Next we construct a result variable graph (RVG) which represents the in-
fluence of result variables on each other. Here, a node (¢,v) or (p,v) represents
the value of v after evaluating the transition ¢ or applying the update ¢ for
the function call p = £¢(¢), respectively. For any polynomial p € N[V U F],
let act(p) € V U F denote the set of active arguments of the polynomial p,
ie, x € act(p) iff x € VU F is a program variable or a function call which
occurs in p. Furthermore, for ¥ € T U F let pre(d) denote transitions or func-
tion calls that directly precede ¥, i.e., ¢/ € pre(d) iff there exists an evaluation
tree which contains the path —y o —y. Then the RVG has all result vari-
ables RV as its nodes, and it has an RV-edge from (¢,v’) to (J,v) whenever
¥ € pre(¥) and v € act(SBioc (¥, v)). In practice, we use efficiently computable
over-approximations for pre(-).

Definition 29 (Result Variable Graph (RV-Edges)). An RVG has the
nodes RV and the RV-edges {({¢',v'), (9,v)) | V' €pre(d), v’ €act(SBioc (9, v))}.

Ezample 30. Fig. 5 depicts a part of the RVG for the program of Fig. 2. In
the figure, the black non-dashed edges are RV-edges. For instance, there is an
edge (t1,z) — (p1,a) as the value of z after transition ¢; influences the value
of a after the function call p;. More precisely, t; € pre(p;) = {to,t1} and x €
act(SBioc(p1,a)) = act(z) = {z}. Note that we do not have an edge from (p;, a)
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Fig. 5: Part of the RVG with RV-Edges and (2-Edges for Fig. 2

to (tg,a) as SBioc(ts,a) = 1. While the full RVG has additional non-trivial
SCCs,* we omitted them from Fig. 5 as they have no impact on the runtime.

So far, the values of function calls have been disregarded. We now address this
issue by extending the RVG by a second set of edges. To this end, we say that
(t',ver) is an 2-predecessor of (t,p) for a transition ¢ containing a function call
p if the transition ¢ ends in a return location ¢ € (2 which is reachable from
a function call p = ¢(_) € fun(t), i.e., if there is an evaluation —, (¢, ) —
-+« = (¢',_). This means that after executing ¢’, the function call p is “finished”
and its result is obtained in the return variable vy,. Thus, the {2-predecessor
(t',vp) corresponds to the value of the function call p which we did not handle
in the RV-edges. Let pre®(t, p) denote the set of all 2-predecessors of (t,p).
Whenever ¢t = (_,_,n,_) has the update n with a function call p € fun(n(v)) and
(t',vp) € pre®(t, p), then there is an 2-edge from (t',vy) to (¢,v) in the RVG.
As for pre(-), we use efficiently computable over-approximations for pre®(-,-).

Definition 31 (Result Variable Graph ({2-Edges)). In addition to Def. 29,
an RVG also has the 2-edges {({t',vp), (t,v)) | (t',vp) € pre?(t,p), t =
(Lm,2), p € fun(n(v))}.

Ezample 32. Reconsider the RVG in Fig. 5 which depicts a part of the RVG
for the program of Fig. 2. The RVG has four {2-edges which are red-dashed
in Fig. 5. We have pre(t1, p1) = {(ts,a), (t5,a)}, since both t4 and t5 end in
the return location f» € {2 whose return variable is vy, = a. Moreover, t;’s
update of y contains the function call p; = f1(¢1), and there are evaluations
—pr (f1,_) =y (f2,_) and —,, (f1,_) —+¢ (f2,_). Thus, there are f2-edges
from both (t4,a) and (t5,a) to (t1,y) in the RVG. So Fig. 5 has the five non-
trivial SCCs {(t1, z)}, {{p2,a)}, {(t1,9) }, {{t3,y)}, and {(t5, a)}, where the latter
forms a cycle with an 2-edge.

We already developed powerful techniques to lift local to global size bounds
for ITSs without function calls in [10, 36, 38]. To extend these technique to ITSs
with function calls, we now introduce a corresponding approach to obtain global

4 As usual, a strongly connected component (SCC) is a maximal subgraph with a path
from each node to every other node. An SCC is trivial if it consists of a single node
without an edge to itself.
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size bounds for different types of components of the RVG. More precisely, we
consider the SCCs of the RVG in topological order and lift the local size bounds
for the result variables of each SCC to global size bounds. First, we treat trivial
SCCs of the RVG in Sect. 4.1. Here, local size bounds can be lifted by taking
the global size bounds for its “predecessors” into account. Afterwards, we handle
non-trivial SCCs in Sect. 4.2. To lift local to global size bounds in this case, in
addition to the global size bounds of the “predecessors”, one also has to consider
(global) runtime bounds, since non-trivial SCCs may be traversed repeatedly.

4.1 Size Bounds for Trivial SCCs

We start with computing size bounds for ¢rivial SCCs {(¥,x)} in the RVG. To
this end, we present two techniques (in Thm. 33 and 35). Thm. 33 considers
the case where ¥ € F or ¢ € 7 with an update n such that fun(n(z)) = @.
The case fun(n(z)) # @ is handled in Thm. 35. If ¥ is an initial transition,
i.e., pre(¥) = &, then SBioc(¥, z) is already a (global) size bound. Otherwise,
if pre(¥) # &, then Thm. 33 over-approximates the sizes of the variables in
SBioc(¥,z) by the size bounds corresponding to the preceding transitions. To
this end, every program variable v in SBjc() for a = (9, z) is replaced by its
size bound SB(¢¥,v) for a predecessor ¥ € pre() in the RVG. This is again
denoted by SBioe(@) [v/SB(¥,v) | v € V]. Thus, as mentioned, the SCCs of the
RVG should be handled in topological order such that finite global size bounds
may already be available for the predecessors of ¥.

Theorem 33 (Size Bounds for Trivial SCCs Without Function Calls).
Let SB be a size bound and {{¥,z)} be a trivial SCC of the RVG such that ¥ € F
or fun(n(z)) = @ for the update n of 9 € T. Then SB' is also a size bound where
SB'(a) = SB(a) for all a # (¥, z), and for a = (9, x) we have

SB(a) = SBioc (), if pre(¥) = @
maxy e pre(v) 1SBloc() [v/SB(Y',v) [ v € V]}, otherwise.

Note that due to the requirement on (¢, x) in Thm. 33, w.l.o.g. SBioc(V,z) €
N[V U F] only contains program variables V, but no variable from F.

Ezample 34. Reconsider Fig. 2 and 5. We have SB(tg, ) = SBioc(to, z) = = by
Thm. 33 as pre(tyg) = @. Moreover, we obtain SB(t4,a) = 1 since SBioc(ts,a) =
1. In Ex. 38 we will show that SB(t1,x) = x is a size bound. As SBioc(p1,a) =z
and pre(py) = {to,t1}, this implies

SB(p1,a) = max{z[x/SB(to, x)], z[x/SB(t1,x)]} = z.

The following theorem handles trivial SCCs {a} for a = (¢,x) where t’s up-
date for z contains function calls p. Hence, in contrast to Thm. 33, we have to
instantiate the function calls p in SBjoc(a) by the size bounds for the transitions
of pre®(t, p), as they reach the corresponding return locations. If some of these
function calls p do not reach a return location, then we can set the size bound
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for (t,z) to 0, because then —; only reaches configurations of the form (_, L). If
pre(t) = @ (i.e., t does not have a RV-predecessor in the RVG) but every func-
tion call py,...,pn € fun(n(x)) has a predecessor (i.e., pre?(t, p;) # @ for all 7),
then we replace every such function call p; by a size bound for the {2-predecessor.
More precisely, we replace p; in SBio () by SB(3;) for 8; € pre(t, p;). In the
following, this is denoted by SBioc(e) [pi/SB(8;) | i € [n]] where [n] is the set
{1,...,n}. Otherwise, if ¢t has RV-predecessors in the RVG, then we also have to
instantiate the program variables by the size bounds corresponding to the pre-
ceding transitions, as in Thm. 33. Afterwards, the function calls p; are handled
as in the previous case. Note that the order of the substitutions is important
here. Replacing a function call p; with the size bound SB(3;) before substituting
program variables by size bounds from the preceding transitions is unsound in
general, as variables in SB(;) would then also be substituted incorrectly.

Theorem 35 (Size Bounds for Trivial SCCs With Function Calls).
Let 8B be a size bound and {{t,z)} be a trivial SCC of the RVG such thatt € T
and fun(n(z)) # @. Then SB' is also a size bound where SB' (o)) = SB(«a) for
all a # (t,x), and for a = (t,x) with fun(n(x)) = {p1,...,pn}, we have

0, if pre’ (t, p;) = @ for some i € [n]

poomax  {SBioc(a) [pi/SB(A) | i € [nl]},

SB'(a) = if all pre® (¢, p;) # @ and pre(t) = @

max  {SBioc() [v/SB(Y',v) | v e V][pi/SB(B;) | i € [n]]},
ﬁig,%r;re(é’fi) if all pre® (¢, p;) # @ and pre(t) # 2.

Ezample 36. Consider a variant of Fig. 2 where we replace the update n(y) of
t1 by p1 = f1(¢1). Thus, the self-loop at (t1,y) is removed from the RVG in
Fig. 5. Then, we can apply Thm. 35 on the trivial SCC {(¢1,y)}. Assume that
we already computed SB(t4,a) =1 and SB(t5,a) = 2” (see Ex. 34 and 40). We
have pre(t1) = {to,t1}, but SBioc(t1,y) = p1 does not contain variables from V.
Hence, we get SB(t1,y) = max{p1[p1/SB(ts,a)], p1[p1/SB(ts,a)]} = x® as we
have the (2-predecessors (t4,a) and (t5,a) € pre®?(ty, p1).

4.2 Size Bounds for Non-Trivial SCCs

Finally, we introduce our approach to handle non-trivial SCCs. Let C' C RV be
the nodes of such an SCC. Our approach can only be applied to SCCs where for
all @ € C, there exist e, € N and s, € N[V] such that

SBioc(a) < sa - (€a+ D, act(SBioc (a))\act(sa) Y ) (1)

where “<” is interpreted pointwise (i.e., the inequation must hold for all in-
stantiations of the variables by natural numbers). Here, s, captures the scaling
behavior of SBjec (), e.g., it allows us to consider updates of the form n(z) = 2-x
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or n(z) = a-x for a variable a € V. Note that in [10], only constant factors s, were
allowed. Similarly, e, captures the additive growth in updates like n(z) = 1+ .
For instance, we have s, = a, e, = 0, and act(SBioc(e)) \ act(sq) = {x} for
the update n(x) = a - x. The restriction (1) is essential for our approach, since
it allows us to apply an “accumulation” argument when lifting local to global
size bounds. Note that all linear updates satisfy (1). Thus, our approach is ap-
plicable to a wide range of programs in practice. However, we cannot express all
non-linear updates (e.g., the update z* cannot be handled).

We now also define pre and pre® for result variables. For a € RV, pre(a)
(pre*?(«)) is the set of all result variables o with an RV-edge (£2-edge) from o' to
« in the RVG. Furthermore, for any result variable « in the SCC C, let V,, =
{veV|I. W, v) € pre(a) N C} consist of all variables v with an RV-edge to «
in C, and similarly, F,, = {v € V| 3t. (t,v) € pre?(a) N C} are all variables with
an (2-edge to a in C. Recall that act(p) is the set of active arguments of the
polynomial p € N[V U F]. Finally, for any p € N[V U F], let actV(p) = act(p) NV
be p’s active variables and actF(p) = act(p) N F be p’s active function calls.

We first consider “additive” local size bounds only, and afterwards we gen-
eralize our method to handle “multiplicative” local size bounds as well.

Additive Local Size Bounds: We first consider local size bounds which are addi-
tive, i.e., where s, = 1 and |V,|+|F,| < 1. Note that both of these requirements
are necessary to prevent non-additive, exponential growth.

To consider the additive growth, we over-approximate the sizes of variables
on incoming edges from outside the SCC C. For example, consider the additive
update n(z) = z+y of a simple loop where y is not changed with a runtime bound
rb. In this example, the value of y at the entry of the loop is repeatedly added to x
in each iteration, i.e., we have V,, = {z}. To capture such initial values of
an SCC of the RVG, we introduce the expressions init, for RV-edges and
init? for 2-edges which over-approximate the incoming values. Let init,(v) =
max{SB(J,v) | 39 € TUF. (J,v) € pre(a)\C} be a bound on the size of v when
entering C' via an RV-edge to a. Analogously, initf(v) = max{SB(t,v) | 3t €
T.(t,v) € pre?(a)\ C} is a bound on the size of v when entering C' via an 2-
edge to . To take the effect of function calls p into account, we have to consider
the return variables of the return locations reachable from p. To ease the presen-
tation, we assume that every function call p always returns the same variable v,
i.e., that p cannot reach two return locations ¢, ¢s with vy, # vg2.5 The execu-
tion of a’s transition or function call then means that the values of the variables
in V,, or F, can be increased by adding init,(v) for all v € actV(SBjpe(@)) \ Va
(or, respectively, by adding init(v,) for all p € actF(SBioc()) and v, & F,,
where v, is the return variable associated to p) plus the constant e,.

Reconsider our example with the update n(z) = = + y where V,, = {z}.
After n iterations of the loop, the value of x is increased by n - init,(y). Using

® This could be generalized to function calls p whose set of return variables retvar(p) =
{ve | p reaches ¢’ € 2} it not a singleton. Then in (2), instead of considering all
p € actF(SBioc(a)) with v, & F,, one would have to consider all v € retvar(p) \ Fa.
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the runtime bound rb of this loop, our approach would over-approximate this
increase by rb - init,(y).

In general, the increase of the variables in V,, or F, by init,(v) and init{(v,)
is repeated rbq times, where rbo =RB(t) if a=(t,v) and rba = 3, ciyans(,) RB(1)
if « = (p,v), i.e, rb, is a bound on how often a’s transition or function
call is evaluated during a program run. Thus, the following expression over-
approximates the additive size-change resulting from « (ignoring the growth
resulting from V,, and F,, for now):

add(a) = rby-( eq+ > inite(v) + > inits(v,) ) (2)
v € actV(SBioc () pE aCtF(;gloc(a))
v o Vp o

We now take the growth resulting from the variables in V,, or F,, into account.
Here, one has to consider the initial values of the variables in V,, and F, before
entering the SCC C. This leads to

add(a) + Zveva inite(v) + ZveFa init?? (v).

Since we only have to consider the initial values of the variables in V,, and F,,
they are not multiplied with the runtime bound. So in our example with the
update n(z) = z +y and V,, = {a}, init,(x) is not multiplied with the runtime
bound rb and we would obtain the size bound init,(z) + rb - init,(y). The
following Thm. 37 summarizes the previous observations and yields size bounds
for additive SCCs. To simplify the presentation, in contrast to [10], we do not
consider transitions individually.

Theorem 37 (Size Bounds for Non-Trivial Additive SCCs). Let SB
be a size bound and C be a non-trivial SCC of the RVG, where for all a € C,
SBioc () satisfies (1) for a suitable e, and so = 1, and moreover |V |+|Fy| < 1.
Then SB' is also a size bound where SB'(a) = SB(a) for all « € RV \ C, and
SB'(a) = SB'(C) for all a € C, where

SB'(C) = Yaccladd(a) + 37 oy, inita(v) + 3 cp init? (v))

Ezample 38. Reconsider Fig. 2 and 5. We now infer size bounds for the non-
trivial SCCs {(t1,z)} and {{(p2,a)}.

e For a = (t1,z) with SBioe(t1,2) = z, we have s, = 1, e, = 0, V, = {z},
F, =&, actV(SBioc(t1,2)) = {x}, and actF(SBioc(t1, ) = @. This implies
add(a) = 0 and inity(xz) = SB(tg,x) = x. Thus, we obtain the size bound
SB(t1,x) = x.

e Similarly, for o = {p2, a) with SBioc(p2,a) = a, we obtain s, = 1, e, = 0,
Vo = {a}, Fy = @, actV(SBioc(p2, a)) = {a}, and actF(SBioc(p2,a)) = 2.
Thus, we have add(«) = 0 and init,(a) = SB(p1,a) = = by Ex. 34. This
yields the size bound SB(ps,a) = x.
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Multiplicative Local Size Bounds: Now, we consider local size bounds where
Sq # 1 or [V,| + |Fa| > 1. Again, let us introduce the essentially ideas for the
size bound computations with a simple loop with the runtime bound rb. In our
example, we consider the update n(x) = n(y) = = + y where z,y € V,. Then,
both x and y grow with a factor of two. A similar effect would be obtained for
scaling factors s, > 1. If |V, | + |F,| > 1, then each execution of a’s transition
or function call may multiply the value of a variable by |V, | + |F,|. As for
the additive growth, this multiplication must be performed rb, times. Thus, we
obtain (|Va| + |Fa|)™= as the scaling factor caused by V,, and F,,. The scaling
factor s, can be handled similarly. However, here we need to be careful as s,
might contain variables. To this end, we over-approximate every variable in s,
by the size bound of the predecessors and ensure that the scaling factor is at
least 1. This is captured by scale(«) with

scale(0) = (max(p, e pre(a) {1 30 [0/SBD, ) | v € VI} - ([Val + [Fa]) )™ (3)

So for our example n(x) = n(y) = z+y, we infer the scaling factor scale(a) = 2.
Since V,, = {z,y}, here we obtain the size bound 2" - (init,(x) + init,(y)) by
multiplying the scaling factor with the initial values inity (z) + init, (y).

The following theorem shows how to compute size bounds for non-trivial
SCCs C in general, by accumulating scale(a) and add(«) for all o € C. To this
end, we have to multiply scale(a) with the initial size bounds for V,, and F, as
in the example. (The other initial size bounds are already covered in add(«).)
So, the scaling effect of several result variables in C' has to be multiplied whereas
the additive size change for several result variables in C has to be added.

Theorem 39 (Size Bounds for Non-Trivial SCCs). Let SB be a size
bound and C be a non-trivial SCC' of the RVG, where for all a € C, SBioc(c)
satisfies (1) for suitable e, and so. Then SB' is also a size bound where SB' () =

SB(a) for alla € RV \ C, and SB'(a) = SB'(C) for all a € C, where

SB(C) = laec scale(a) - (Laec(add()+3 ey, inita(v)+3 e p, inity (v)))

Ezample 40. We consider Fig. 2 and 5 again and infer size bounds for the missing

SCCs {(t5,a)} and {({t1,y)}.
e For a = (t5,a) with SBioc(t5,a) = a - p2, we have s = a, e, =0, V,, = &,
F, = {a}, actV(SBioc(ts,a)) = {a}, and actF(SBioc(t5,a)) = {p2}. As
pre(ts) = {p1, p2}, we have

scale(a) = (max{1, ala/SB(p1,a)], ala/SB(ps,a)]})RBE) = 2

(with RB(t5) = 2? by Ex. 27 and SB(p1,a) = SB(p2,a) = x when us-
ing the invariant > 0 and thus, max{l,2} = ), add(a) = 2> -0 = 0,
and init(a) = SB(ts,a) = 1 by Ex. 34. Hence, we obtain the size bound
SB(ts,a) = 2*” . Note that (3) could be improved by considering a local run-
time bound instead of the global runtime bound rb,. A similar improvement
is used in [36, Thm. 34]. Thus, to obtain simpler bounds for readability, we
use the size bound SB(ts5,a) = x*.

2
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e Finally, for o = (t1,y) with SBioc(t1,y) = y + p1, we have s, = 1, e, = 0,
Vo = {y}, Fo = &, actV(SBioc(t1,y)) = {y}, and actF(SBioc(t1,y)) =
{p1}. Thus, we obtain scale(a) = 1, add(a) = RB(t) - init(a) = = -
max{SB(ts,a),SB(ts,a)} = x-z* (with RB(t1) = z by Ex. 27, SB(t4,a) = 1,
and SB(ts,a) = z%), and init,(y) = SB(to,y) = y. Hence, we get the size
bound SB(t1,y) =y + x - 2*. This also implies SB(t2,y) =y + = - °.

5 Conclusion, Evaluation, and Related Work

In this paper we presented a novel framework for complexity analysis of inte-
ger programs with (possibly non-tail recursive) function calls. We introduced a
unified approach that alternates between inferring runtime and size bounds.

The approach is modular, since it handles subprograms separately and allows
us to use different techniques to generate bounds for the respective subprograms.
To infer runtime bounds, in addition to techniques based on multiphase-linear
ranking functions [7, 8, 22] and “complete” techniques for twn-loops [10, 24,
25, 35, 36, 38], we introduced the new class of p-ranking functions to handle
subprograms with function calls in Sect. 3. To infer size bounds, we showed
in Sect. 4 how to generalize the respective technique from [10] to ITSs with
function calls. So in particular, our novel approach can compute size bounds for
the return values of function calls, i.e., the results of function calls are taken into
account when analyzing complexity. We implemented our new approach in the
open-source tool KoAT such that it can now also analyze ITSs with (possibly
recursive) function calls.

Of course, our approach and its implementation have several limitations.
Currently, KoAT can only successfully analyze programs where the arguments
in recursive calls decrease w.r.t. a linear polynomial ranking function. Moreover,
our approach via p-RFs can only infer polynomial or exponential bounds. So
for example, we cannot obtain precise bounds for recursive algorithms with log-
arithmic runtime. (Our implementation only computes logarithmic bounds for
subprograms that are twn-loops [38].) Another restriction is that we can only
lift local size bounds of the form (1) to global size bounds. In addition, KoAT
may fail to infer finite bounds for several other reasons, e.g., some examples
would need stronger invariants to make our approach succeed. A detailed dis-
cussion and a corresponding list of examples to demonstrate the limitations of
our approach and its implementation can be found on our webpage [10].

In the following, we conclude by discussing related work and by providing an
experimental evaluation of our approach using the implementation in KoAT.

5.1 Related Work

As mentioned in the introduction, there exist many approaches to analyze com-
plexity of programs automatically, e.g., [3-5, 7, 10, 11, 18, 22, 23, 28, 29, 37, 41,
44, 47]. However, only few of them focus on programs with recursion or function
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calls. While we already discussed an extension to recursive ITSs in [10], here the
return values of function calls were ignored.

Techniques for complexity analysis of term rewrite systems [6] can handle
(possibly non-tail) recursion, but standard TRSs do not support built-in types
like integers. However in [43], recursive natural transition systems with poten-
tial non-tail recursion were introduced in order to study the connection between
complexity analysis for TRSs and our approach from [10] for complexity analysis
of ITSs. Here, the idea is to summarize (and subsequently eliminate) subproce-
dures by approximating their runtime and size. Thus, this approach does not
benefit from techniques such as our new class of ranking functions which allows
us to handle subprograms with function calls directly.

Instead of representing integer programs as ITSs, there are also techniques
based on cost equation systems which can express non-tail recursive integer pro-
grams as well, e.g., [17, 18], implemented in the tool CoFloCo. This approach
analyzes program parts independently and uses linear invariants to compose the
results, i.e., it differs significantly from our approach which can also infer non-
linear size bounds. Similarly, in the tool PUBS [2, 4], cost relations are analyzed
which are a system of recursive equations that capture the cost of the program.
There are also numerous approaches for automatic resource analysis of func-
tional programs, often based on amortized analysis (see [30] for an overview).
For example, an approach for automatic complexity analysis of OCaml programs
is presented in [28, 29], which however has limitations w.r.t. modularity, see [13],
and is restricted to polynomial bounds. There are also several approaches based
on types, e.g., the resource consumption of Liquid Haskell programs is encoded in
a type system in [23], but here bounds are not inferred automatically. Another
line of work automatically infers bounds from recursive programs by generating
and solving recurrence relations, e.g., [31, 46]. In future work, it might be in-
teresting to integrate such techniques within our framework, as they can infer
bounds that go beyond polynomials and exponentials.

There also exist tools which analyze the runtime complexity of C-code, e.g.,
Loopus [47] or MaxCore [5] with CoFloCo or PUBS in the backend. For KoAT,
we used Clang [13] and llvm2kittel [16] to transform pointer-free C programs
into I'TSs, and to handle more general C programs, we developed the framework
AProVE (KoAT + LoAT) [39], which also participates in the annual Software
Verification Competition (SV-COMP) [48]. AProVE can also prove termination
of recursive C programs. But when analyzing complexity, all these approaches are
limited to C programs without recursion. In the future, it would be interesting
to use our novel approach for p-ITSs to extend complexity analysis to recursive
C programs, in particular in our framework AProVE (KoAT + LoAT).

5.2 Evaluation and Implementation

We implemented our novel results and integrated them into our open-source tool
KoAT which also features powerful techniques for subprograms without function
calls [10, 22, 35-38]. In the beginning, KoAT preprocesses the program, e.g., by
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0() O(og(n)) Om) OMm*) Om?) <w AVGT(s) AVG(s)

KoAT 128 11 281 (18) 121 (8) 28 (4) 583 (34) 3.45  21.78
KoAT1 132 0 231 (15) 108 (4) 16 (2) 499 (24)  0.64 8.06
CoFloCo 125 0 234 (1) 95 10 (1) 464 (2) 319  16.38

Table 1: Evaluation on the Collection of ITSs and p-ITSs

extending the guards of transitions with invariants inferred by Apron [32]. For
all SMT problems (including the generation of p-RFs), KoAT calls Z3 [12].

For our evaluation, we use the set of 838 I'TSs for complexity analysis of inte-
ger programs from the Termination Problems Data Base (TPDB) [49] which is
used in the annual Termination and Complexity Competition (TermComp) [21].
While the TPDB contains a large collection of ITSs without function calls, up to
now there does not exist any such standard benchmark set for I'TSs with function
calls. Thus, to obtain a representative collection of typical recursive programs,
we extended our set by 45 new examples. To this end, we transformed 20 recur-
sive C programs of the TPDB and of the collection used at SV-COMP into our
novel formalism of p-ITSs. Moreover, we included our leading example (Fig. 2)
along with several variants. Our benchmarks also contain p-ITSs with nested
function calls and algorithms with multiple recursive function calls (e.g., the
naive implementation of the Fibonacci numbers). Moreover, our set of examples
includes recursive versions of insertion sort and selection sort (where lists were
abstracted to their lengths), for which we can infer quadratic runtime bounds.
In particular, there are also benchmarks that depend on non-linear size bounds,
e.g., an algorithm which computes the product of two numbers recursively and
then uses this result in a subsequent loop. The average size of our benchmarks
is 26 lines, whereas the largest one has 1615 lines. In contrast, the average size
of those benchmarks where KoAT infers a finite bound is 17 lines and the largest
of them has 246 lines.

Our benchmark collection, a detailed description of every new benchmark,
and also the detailed results of our evaluation can be found on our webpage [40].

To distinguish the original KoAT implementation of [10] from our re-imple-
mentation, we refer to the tool of [10] as KoAT1 in the following. We evaluated
our novel version of KoAT with the approach of the current paper against the
tools KoAT1 and CoFloCo, which can also handle certain forms of recursion. To
this end, we transformed our novel benchmark p-ITSs manually into their for-
malism. We do not compare with PUBS, because as stated in [15] by one of the
authors of PUBS, CoFloCo is strictly stronger than PUBS. Table 1 shows the re-
sults of our evaluation, where as in TermComp, we used a timeout of 5 minutes
per example. All tools were run inside an Ubuntu Docker container on a ma-
chine with an AMD Ryzen 7 3700X octa-core CPU and 8 GB of RAM. The first
entry in every cell denotes the number of benchmarks for which the tool inferred
the respective bound, where we consider both the ITSs from the TPDB and our
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new p-ITS benchmarks. The number in brackets only considers the 45 new p-ITS
benchmarks. The runtime bounds inferred by the tools are compared asymptoti-
cally as functions which depend on the largest initial absolute value n of all pro-
gram variables. So for example, KoAT proved an (at most) linear runtime bound
for 128 + 11 + 281 = 420 benchmarks, i.e., for these examples KoAT can show
that re(og) € O(n) for all initial states o9 € X where |o¢(v)] < n for all v € V.
Overall, this configuration succeeds on 583 examples, i.e., “< w” is the number
of examples where a finite bound on the runtime complexity could be computed
by the tool within the time limit. Moreover, our tool KoAT is able to prove termi-
nation for 626 benchmarks. So the termination proof succeeds for 43 additional
examples since one does not have to construct actual runtime bounds and does
not have to consider size bounds. “AVG™(s)” denotes the average runtime of
successful runs in seconds, whereas “AVG(s)” is the average runtime of all runs.

In our experiments, KoAT was the most powerful tool for runtime complexity
analysis on both classical ITSs and — due to the novel contributions of this pa-
per — also on ITSs with recursive function calls. Note that KoAT1 heuristically
applies loop-unrolling which might eliminate loops with constant runtime. For
this reason, KoAT1 infers constant runtime bounds for slightly more benchmarks
than KoAT. For all other complexity classes in Table 1, KoAT finds more exam-
ples for the respective class than the two other tools. Moreover, KoAT is the only
of the three tools which can also infer logarithmic bounds (due to the integration
of dedicated analysis techniques for subprograms that are twn-loops). Neverthe-
less, the three tools are “orthogonal”, i.e., for each tool there are examples where
the tool provides a finite bound and the other two tools fail.

Note that the tool LoAT [19, 20] is able to prove absence of finite runtime
bounds for 231 of the 883 benchmarks. Thus, KoAT is able to infer finite com-
plexity bounds for 89% of all 883 — 231 = 652 benchmarks where this is poten-
tially possible. Our experiments demonstrate that handling return values directly
yields significantly more precise bounds than prior approaches that simply ig-
nore them. In particular, to our knowledge KoAT is currently the only tool which
can infer a finite runtime bound for the recursive ITS from our leading example
(Fig. 2). So the new contributions of the paper are crucial in order to extend
automated complexity analysis to the setting of recursive programs. Moreover,
verification frameworks for other programming languages can now be extended
to analyze complexity of recursive programs by using KoAT as a backend.

KoAT’s source code, a binary, a Docker image, and details on our new bench-
marks and our evaluation are available at our webpage [40]:

https://koat.verify.rwth-aachen.de/function-calls

This website also contains details on our input format for p-ITSs and a web
interface to run different configurations of KoAT directly online. In addition, we
also provide an artifact [33] with KoAT’s binary and Docker images in order to
reproduce our experiments.
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A  Proofs

A.1 Proof of Lemma 18

Lemma 18 (Local Runtime Bounds by RFs). Let @ # T’ C T where
fun(7") N fun(Ly) = &, and let t € T'. Moreover, let rq be an RF for t w.r.t.
T'. Then RBioc : L7+ — B is local runtime bound for t w.r.t. T', where for all
e Ly, we define RBioc(€) = [ra(d)].

Proof. Let ({({,0)},@) <%, T be an evaluation in the subprogram 7" with
¢ € L+ and an arbitrary state o € X. We have to prove that

ITlg < [ra@Olo) = [RBYL (Do (4)

holds. To this end, we consider an arbitrary evaluation ({({,0)},@) <%, ., T.
Since we have fun(7") N fun(Ly/) = @, the transition ¢ can only occur at most
[ra(£)]|s times by Requirements (a) and (b) in Def. 16. To be precise, (a) and

(b) yield a well-founded relation where each chain has length at most [rq(¢)]s|-
O

A.2 Proof of Thm. 22

Theorem 22 (Local Runtime Bounds by p-RFs). Let @ # T’ C T such
that | fun(n)| < 1 holds for every update n of the transitions in T'. Moreover, let
t €T and (rq,r,7¢) be a p-RF fort w.r.t. T'. Then RBioe : L1+ — B is local
runtime bound for t w.r.t. T', where for all ¢ € L+, we define RBioc(£) as:

[ra(] + Tre(OT - (1 +2-Tra(OT) - Trae(©)] O
Proof. Let ({({,0)},2) <7, T be an evaluation in the subprogram 7~ with
¢ € L+ and an arbitrary state o € X. We have to prove that
Ty < [RBLL (O] (5)

loc

holds. To this end, we consider the following recurrence:

» (n ns) = no, ifni=0o0rny=0
no(M1,M2) = 1410 + Ry (n1 — 1,n2) + Rang (n1, 12 — 1), otherwise

As shown in Sect. 3, by induction on n; + ny one can prove that R, (ni,n2)
over-approximates the number of t-edges in any 7'-evaluation tree (i.e., |T|qy <
Rn,(n1,n2)), provided that every path has at most ng edges labeled with the
transition ¢ and ¢ ¢ T’ N trans(fun(L7)), n1 edges labeled with the recursive
transitions from 7' Ntrans(fun(L7)), and ny edges labeled with recursive func-
tion calls. Now we show that ng +ng - (142 -ng) - n]? is an over-approximating
closed form solution of R, (n1,n2). Instantiating this closed form with the rank-

ing functions yields the desired local runtime bound.
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Let us abbreviate f(ng,n1,n2) =ng+na-(1+2-ng)-nj?. We show that for
all ng,n1,n2 € N we have R, (n1,n2) < f(ng,n1,n2) by induction on na.

If ng = 0, then we have R, (n1,n2) = f(no,n1,0) = ng. Otherwise, if ny =0
and ng > 0, then we also have R,,,(n1,n2) = f(no,0,n2) = ng. Finally, if n; > 0
and no > 0, then we have

RnO(Tll,TlQ) = 1 —|— g + Rno(nl — 1,7’L2) + Rno(nth — 1)

<14 n0+ Rny(n1 — 1,n2) + f(no,n1,n2 — 1)
(by the induction hypothesis)
’I’L1—1

SRn0(07n2)+ Z (1+n0+f(n07n07i7n271))' (6)
=0

The last step (6) is clear if ny = 1. Otherwise, if ny > 1, the reason for (6) is
that we have

1 + no + f(n07n17n2 - 1) +Rn0(n1 - 1,712)
= 1+n0+.f(n07n17n2 _1) +
1+ng +Rn0(n1 — 2,77/2) +Rno(n1 —1,n0 — 1)
(evaluate Ry, (n1 — 1,n2))
<1+mng+ f(no,n1,n2 — 1) +
1+n0+f(n07n1 717”2*1)+Rn0<n1 727”2)
(by the induction hypothesis)
nl—l

< Ry (0,12) + Z (1 +mn0+ f(no,n1 —i,n2 — 1)).
i=0
(by performing these steps repeatedly)

So overall, we obtain

nlfl

Roo (11,12) < R (0,m2) + Y (14710 + f(no,ny —i,na — 1)) (by (6))
i=0
’I’Llfl
=no + Z (14 no + f(no,n1 —i,n2 — 1))
=0

<ng+mn1-(14+no+ f(no,n1,ne — 1))
(as f(ng,n1 —i,n2 — 1) < f(ng,n1,n2 — 1))

=no+n-(14+2-ng)+Mn2—1)- (1+2-ng)-nj?
< f(no,n1,n2). (7)

Here, (7) holds as n1 - (1 +2-no) < (1 +2-ng) - n}? for ngy > 0.
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A.3 Proof of Thm. 26

Theorem 26 (Lifting Local Runtime Bounds). Let RB be a (global) run-
time bound, SB be a size bound, @ # T' C T \ To, and t € T'. Moreover, let

RB fc’);r/ be a local runtime bound for the transition t w.r.t. T'. Then RB’ is also
a global runtime bound, where RB'(t') = RB(t') for all t' #t and

/ _ t, T’
RB'(t) = ZTESTT/ RB(r) - RB; .. (£.)[v/SB(r,v) | v € V)]

loc

+ Yreer,, Spetmirnmm(c, RBO) - RBLT (6,) [0/SB(p,v) [v e V.

Proof. We show that for all t € T, all oy € X, and all trees T with T,, <* T,
we have
[RB' ()] 601 = |T13-

The case t’ # t is trivial, since RB'(¢') = RB(¥') and RB is a runtime bound.
For ¢, we have to show that

[RB(t ﬂgo,_ﬂ > RB(r )-RBLT(£,) [v/SB(r,v) | v € V]
r€&ET

+ ¥ > RB(r)- BLZ(p)[v/szs(p,v)vewﬂ
r€EF 1 pefun(r)Nfun(Lyr) loo|

> [Ty

Let Ty,...,T,, be the maximal subtrees of T where all edges are labeled with
transitions from 77 or function calls from fun(7”) N fun(L7). So, the subtrees
Ty,..., Ty, are constructed by only using <7y (c}-steps, i.e., if T;’s root node is
labeled with (£, &;), then we have ({((;,:)},@) <&, Ti- Let 9; € TUF be

the transition or the function call in the label of the edge to (¢;,5;) in T, i.e.,
9; starts the evaluation of the subprogram 7'. Let k; be the number of edges
labeled with ¢ in T; and let T have k edges labeled with ¢, i.e., |T;|fy = k; and
|T|{s3 = k. Then we have 1" | k; = k.

As SB is a size bound, we have [SB(0;,v)]|s,| > |0:(v)| for all v € V.
Hence, by the definition of local runtime bounds and as bounds are weakly
monotonically increasing functions, we can conclude that

[RBLT (€0,) [0/SBW;,v) [ v € Vlljoy = [RBYL (6o)]jsy = kie (8

Finally, we analyze how many maximal 7’-subtrees can be reached via some
¥ € T UF in the full tree T. Every entry transition ¢; = r € £T 7+ can occur at
most [RB(r)]|,| times in the tree T, as RB is a global runtime bound. Similarly,
every function call ¥; = p € fun(r) Nfun(7”) for an r € EF 7~ can occur at most
[RB(7)]|s,| times in the tree T. Thus, we have

[RB' ()]0 = ﬂ S° RB(r)-RBUT () [0/SB(r,v) |v e V]
re€&ET 1
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+ ) > RB(r) - RBY! (€,) [v/ssmv)vewﬂ
r€EF 1 péefun(r)Nfun(Lyr) lool

loc

> > IRBLT (€0,) [0/SBW:,v) | v € V] gy,
i=1

> Zki (by (8))
ke
= Tl

0

A.4 Proof of Thm. 33

Theorem 33 (Size Bounds for Trivial SCCs Without Function Calls).
Let SB be a size bound and {{¥,z)} be a trivial SCC of the RVG such that ¥ € F
or fun(n(z)) = @ for the update n of 9 € T. Then SB' is also a size bound where
SB'(a) = SB(a) for all a # (9, z), and for a = (9, x) we have

SB(a) = SBioc (), if pre(9) = @
maxy ¢ pre(v) 1SBloc() [v/SB(VY',v) |v € V]}, otherwise.

Proof. Let {(¢,x)} be a trivial SCC such that ¥ € F or fun(n(z)) = @ for the
update n of ¥ € T. Moreover, let g € X' and T,, <* T such that T contains a
path (¢y,00) = -+ =y (-,0) with o # L. We have to prove that

lol(z) < [SB'(9,2)] -

We first consider the case pre(d) = & (i.e., ¥ is an initial transition from
To). Note that by our definition of p-ITSs, ¢y can neither be the target lo-
cation of a transition nor evaluated after a function call. Thus, the path of
the tree T has the form (y,00) —y (_, o). Hence, we have [SB'(¢,2)],, =
[SBioc (¥, 2)]|00) > |o|(z). Note that w.l.o.g., we have SBioc (¥, ) € Z[V] by the
requirement fun(n(z)) = @ for the update 7 of the transition 9.

Otherwise, if pre()) # @, then the path in T has the form ({p,00) = -+ =3
(., 6) =y (L, 0) for some 9 € pre(d). By the definition of size bounds, we have
[[SB(@,v)]]‘UM > |5](v) for all v € V. Thus, we obtain

[[SB/(ﬁ,SC)]]‘ad = [[19’ g;ar‘}s(w) {SBlOC(Oz) [U/SB(IW, 1)) ‘ NS V]}]]|00|

> [SBioc(a) [v/SB(0,v) | v € Vi,
> [[SBIOC(Q)]]IFTl
> |o|(x)
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A.5 Proof of Thm. 35

Theorem 35 (Size Bounds for Trivial SCCs With Function Calls). Let
SB be a size bound and {(t,x)} be a trivial SCC of the RVG such thatt € T
and fun(n(z)) # @. Then SB' is also a size bound where SB'(a)) = SB(a) for
all a # (t,x), and for a = (t,x) with fun(n(x)) = {p1,...,pn}, we have

0, if pre®’ (t, p;) = @ for some i € [n]

max {SBioc() [pi/SB(B:) | i € [n]]},

Bi € pre®? (t,p;)

SB'(a) = if all pre*’ (¢, p;) # @ and pre(t) = @

max  {SBioc(a) [o/SB(Y,v) | v € V] [pi/SB(B:) | i € [n]]} |
b e v if all pre®(t, p;) # @ and pre(t) # @.

Proof. Let {(t,z)} be a trivial SCC of the RVG such that t € T and fun(n(z)) =
{p1,...,pn} # @ for the update 7 of t. Moreover, let oy € X and T,, <* T such
that T contains a path (¢,00) — -+ — (L, 0) with o # L. We have to prove
that

ol(@) < [SB@,2)]j00)-

If pre®(t,p;) = @ for some i € [n], then there are only evaluations ({g,0q) —
-+ =y (., 0) where o = L. Hence, let pre®(t, p;) # @ for all i € [n].

We first consider the case pre(d) = @ (i.e., ¥ is an initial transition from
To). Again, by our definition of p-ITSs, ¢y can neither be the target location of
a transition nor evaluated after a function call. Thus, the path of the tree T has
the form (¢y,00) —+ (_,0). At the same time, T also contains paths (¢y, co) —,
(i, ) = -+ =4 (€, 07) foralli € [n] where £; € {2since o # L. Hence, (t],vp) €
pre”(t, p;). By the definition of size bounds, we have [SB(t}, ve )] |00 = |o7](ver).
Hence, we obtain

[SB'(t, 2)]joo) = [SBuoe(t, 7) [pi/SB(t;, ve;) | i € []]] o
> [SBioc(t, 7) [pi/loil(ve;) | i € [n]]] 0
> |o|(x).

Otherwise, if pre(t) # @, then the path in T has the form ({y,00) = -+ =3
(0,6) = (_,0) for some U € pre(t). At the same time, T also contains paths
(o, 00) = -+ =5 (£,5) =, (i) = -+ =y (€, 07) for all i € [n] where £ € 2

since 0 # L. By the definition of size bounds, we have [[88(19,1))]]|00| > |6](v)
for all v € V and [SB(t}, ver)] o) = |oi|(ver) for all i € [n]. Thus, for a = (t, )
we obtain
[SB'(@)]joy| = [SBioc(ar) [v/SB(I,v) | v € V] [0i/SB(t;, ve;) | i € [n]]] oy
= [SBioc(a) [v/SB(0,v) | v € V] [pi/ [SB(t;, ve)]ioo) | i € [n]]]j00)
> [SBioc(@) [pi/ |0l (ve,) | i € [n]]]ja

K
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2 |of(x).

A.6 Proof of Thm. 37

Theorem 37 (Size Bounds for Non-Trivial Additive SCCs). Let SB
be a size bound and C be a non-trivial SCC of the RVG, where for all a € C,
SBioc () satisfies (1) for a suitable e, and s, = 1, and moreover |V |+|Fa| < 1.
Then SB' is also a size bound where SB'(a) = SB(a) for all « € RV \ C, and
SB'(a) = SB'(C) for all a € C, where

SB/(C) = ZaGC(a’dd(a) + ZUGVQ antll(v) + ZUEFQ antg(v))

Proof. This claim can be proven analogously to Thm. 39 by setting scale(a) = 1.
O

A.7 Proof of Thm. 39

Theorem 39 (Size Bounds for Non-Trivial SCCs). Let SB be a size bound
and C be a non-trivial SCC of the RVG, where for all « € C, SBioc() satisfies
(1) for suitable e and so. Then SB' is also a size bound where SB' (o) = SB(«)
for alla € RV \ C, and SB' (o) = SB'(C) for all o € C, where

SB'(C) = [I.cc scale(a) - (Zaec(add(a)+zv6Va inita(v)—kzveFa init? (v)))

Proof. Let C be a non-trivial SCC of the RVG, let 09 € ¥, and T,, <* T such
that T contains a path (¢y,00) — -+- —y (_,0) with ¢ # L. We have to prove
that

lo](v) < [SB'(9, )]0

If (9,z) ¢ C, then SB' (9, 2) = SB(Y, z) is a size bound by definition.

So let us consider o = (¢, ) € C. Note that ¢ cannot be an initial transition
as there are no transitions or function calls leading back to the initial location ¢
(i.e., then C would not be a non-trivial SCC). Hence, there exists a predecessor
U of ¥ in the path, i.e., the path has the form

(40700) — —>1§ (275-) —9 (67 U)'
Note that we must have |V, |+ |F,| > 0 for all @ € C as C' is a non-trivial
SCC of the RVG. Thus, as [maxy ¢ pre() {1, 5a [v/SB(Y,v) | v € V]}]oy > 1
for all g € X and a € C, we also have

[scale(a)]|sy) = 1 for all op € X and a € C. 9)

We prove our claim by induction on the number |T|z where Z = {¢ | (¢,v) € C}.
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Induction Base: Here, we have |T|z = 1 and thus (J,v) & C for all v € V. Note
that we have

linita(v)]oo) = [max{SB(J,v) | 3 € T UF.(J,v) € pre(a) \ C}]sy|
> [[SB(ﬁvv)ﬂbo\
> |o(v)] (10)

for all v € actV(SBioc(a)) as (J,v) & C. We extend fun(-) to function calls by
defining fun(p) = @ for all p € F. Then for all function calls p; € fun(d), there
is a path (€g,00) — -+ = (£,6) —p, - =t (¢;,6;) in T such that ; € £2. For
all p; € actF(SBioc( )) we have

Hinitg(vpi)]]\od = [[maX{SB(ta vpi) | JteT. <t’ UP1> € preQ(a) \ C}]]lao‘
> [SB(ti,vp,)] 0]
> |&i(UPi)

(11)

as (t;,v,,) & C since |T|z = 1. Thus, we have

[SB' (9, 2)]|6 > Ilscale( . <add Z init,, Z init$? (v )ﬂ
lool

vEVy vEF,

(by (9))

> [sa [v/SB(9,v) | v € Wiool - | €a + Z [inita (v)] |0,
v € actV(SBioc(a))
vZactV(sa)

+ Z ﬂ’initg(”pi)]] Iffol)

pi € actF(SBioc(v))

> [[Sa]h&\ O e Z |5(U)‘ + Z ‘5—i<vpi)

v € actV(SBioc(v)) pi € actF(SBioc(av))
vZactV(sa)

(by (10), (11), and as [SB(9,v)]|s,| > |5](v) for all v € V)

2 [8Bioc (¥, @) [pi/|5il(vp,) | pi € fun(D)]]5) (by (1))
2 |o(z).

Induction Step: We have |T|y < [RB(t)]|6, for all t € T and [T[(,; <
[>"tctrans(p) RB(®)] |0 for all p € F. Now for any o = (9,_), we define the
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following expressions:

add(@, T) = |’H‘|{5} | ea+ > initg(v) + > inits(v,)
v € actV(SBioc(@)) p € actF(SBioc(@))
v g actV(sx)UVer vy, & Fa

scale(@,T) = (max(y:, ) e pre(w) {1, 5a [0/SB',0) | v € VI} - ([Val + | Fal) ")
So compared to add(a) and scale(«), we have replaced the over-approximation

of the runtime bound rb, by concrete values. Let T’ be the tree which results
from T by removing (¢, 0). Then we define

U= H scale(a,T’)~H scale(a,T) - Z add(a, T') + Z add(a, T)+

acCy acC\Cy acCy aeC\Cy
> (Z inita(0) + 3 initf(v)))
aeC \veVy vEFy

where Cy = {(J,v) € C | v € V}, i.e., Cy contains all result variables of C' that
have a’s transition or function call . For all v € V,UF,, we have [¥]|,,| > |7 (v)]
by the induction hypothesis. Furthermore, for v € actV(SBioc(@)) \ Vi, we have
(9,v) ¢ C and (9, v) € pre(a), and thus

linita (V)]0 = [max{SB(¥,v) | 30 € T UF.(J,v) € pre(a) \ C}jsy|
> [[SB(&,’U)HWO\
> |o(v)l. (12)
Again, there is a path (bg,00) — -+ — (£,6) —,, -~ =, (f,0;) in T for each
function call p; € fun(¥9) such that ¢; € 2. Similarly, for all v,, € V' \ F, with
pi € actF(SBioc(av)), we have (t;,v,,) € C and (t;,v,,) € pre”(a). Thus,
[[initg(vm)]]‘gd = [max{SB(t,v,,) | 3t € T.(t,v,,) € pren(oz) \ CHjool
> [SB(ti; vp,)] 0|
> |03 (vp,)|- (13)

Finally, we define the following expression for all & € C"
bz =ez+ Z initg(v) + Z init(v,).
v € actV(SBioc (@)) p € actF(SBioc (@)
v ¢ actV(sg)UVay v, & Fa

To simplify the presentation, for @, let

Sy = max {1, sa [v/SB(W',v) |v e V]}.
(9, _) € pre(@)
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In particular, the following holds:
[Badiool = [5a [v/SB(@,v) | v € Vllioy| > [salja- (14)

Thus, we now have

[SB' (3, 2)] 0| = HH scale(a) - (Z (add(a@)

acC aelC

+ Z inity Z zmtQ H
lool

vEVy vEFs
nityg
ﬂ H Sa - ([Val +|Fal) - H scale(a@, T') H scale(a@,T)
aeCy aeCy @EC\Cy
> add@T)+ Y dx+ Y add@T)
aeCy aeCy aEC\C~
+ Z znzt(y)ﬂ (extract last evaluation step)
aeC loo]

= HH Sa (Val +1Fa) -+ ] 5a- (Val +1F5)

aEe C@ aEe C,@

- H scale(a, T) - H scale(a, T) - Z Py

aeCy EEC\C,@ aeCy H loo]
(by definition of ¥)

HH S Vel + |Fa)- [2+ ) o= (by (9))

@eC; aeC; 1o
> [8aliool - (IVal +1Fal) - ([Palioo) + [¥]i00)) (by (9))
> [[Soc]]\&\ : (‘Va| + |Fa|) : ([[g-ba]]lffol + [Wﬂlﬂo\) (by (14))

> [salia) - ([2alioos + (Val + 1Fal) - [¥]001)
(as [Vo| + |Ful 2 1)

> [[soz]]\ff\ . [[(I)oz]]\aol + Z [[&D]]Iaol + Z [[LD]]|<70|

vEVy p € actF(SBioc())
v, € Fo
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> [salia - | [Padion + D 16(0)] + > 16i(v,)]
vEVy pi € actF(SBioc(v))

Vp, € Fa

(by the induction hypothesis)

= [salis) - | a+ D I6(v)| + > [inita(©)]0,)
vEVa v € actV(SBioc ()
v ZactV(sa)UVy

+ Z ‘&1(’Um))‘ + Z Hinit(g(vm)ﬂ\aﬂ
pi € actF(SBioc(a)) pi € actF(SBioc ()

vy, € Fo Vp; & Fa

(by definition of @)

> [salis) - | €a + > e() + > 15i(v,,)]
v € actV(SBioc () pi € actF(SBioc(@))
v ZactV(sqa)

(by (12) and (13))

> [SBioc(V,2) [pi/|5i|(vp,) | pi € fan(F)]]}5) (by (1))
> |o|(z).

B Local Runtime Bounds for p-RFs with Multiple
Function Calls

In Thm. 22, we showed how to obtain local runtime bounds from p-RFs pro-
vided that the update polynomials for variables contain at most one func-
tion call. Now, we present the more general version of Thm. 22 with arbi-
trary many function calls. To this end, for any transition ¢ let nfcy(t) denote
the number of function calls ¢(¢) € fun(t) with ¢ € Ly, and let nfc(77) =
max {nfcr (t) | ¢ € T'}. If every path has at most ng edges labeled with the
transition ¢ and ¢t ¢ 7' N trans(fun(L7+)), n1 edges labeled with the recursive
transitions from 7' Ntrans(fun(L7)), and ns edges labeled with recursive func-
tion calls, then R, (n1,ns2) over-approximates the number of t-edges in any
T’-evaluation tree, where R, (n1,n2) is defined via the following recurrence:

Rong(n1,m2) =4 0 if n1 =0, n2 =0, or nfc(7T’) =0
no(M1,M2) =9 4 o + R (n1 — 1,n2) 4+ nfe(T") - R (11,12 — 1), otherwise

This can be shown by induction on ny 4+ ng (similar as in Sect. 3): If ny = 0,
ng = 0, or nfc(7’) = 0, then there is no recursive function call and thus, there
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Ox

Rng(n1,n2) Rno(n1 —1,n2)

N2 .
T’ N trans(fun(L4/)) t t

da steps

dy steps

Rno (nhnz — 1) Rno (nl, ng — 1)

Fig. 6: llustration of Ry, (n1,n2)

can be at most ng edges labeled with the decreasing transition ¢. The induction
step is illustrated in Fig. 6.

Let us again first consider the case where ¢ is not a recursive transition.
Here, the path from the root node to the first node N; where a function is
called recursively uses at most d; < ng edges labeled with ¢. The node Ny
has at most nfc(7’) many outgoing edges labeled with recursive function calls
and one outgoing edge to a node N> labeled with a recursive transition from
T’ Ntrans(fun(Ly)). The function calls lead to at most nfc(7”) many subtrees
where each contains at most R,,(n1,ns — 1) many t-edges by the induction
hypothesis. The path from the node Ns to the next node N3 where a function
might be called uses at most ds edges labeled with ¢, where we have d; +ds < nyg.
Finally, the subtree starting in node N3 has at most R, (n1 —1, ng) many t-edges
by the induction hypothesis. Thus, the full tree has at most

|T|{t} <dy+ IlfC(Tl) . Rno(n1, ng — 1) +ds + Rno(n1 - 1,7?,2)
<ng+ Rpy(n1 — 1,n2) +nfc(T") - Ry (n1,n2 — 1)

many t-edges.
In the case where ¢ is recursive, as in Sect. 3 we obtain |T|gy < 14+ Ry, (01 —
1,n2) + nfc(T’) - Ry, (n1,n2 — 1). So in both cases, we have

I T|f1y < 1410+ Rpy(n1 — 1,n2) + nfe(T") - Rpy(n1,n2 — 1).
As in App. A, it can be shown that
no +n2 - (14 (1 +nfc(T")) - no) - (nfe(T") - ny)™

is an over-approximating closed form solution of R, (n1,n2). Hence, instantiat-
ing this closed form with the ranking functions yields the desired local runtime
bound.

Theorem 41 (Local Runtime Bounds by p-RFs). Let @ T C T, let
t € T', and let (rq,r,7¢) be a p-RF for t w.r.t. T'. Then RBioc : L7+ — B is
local runtime bound for t w.r.t. T', where for all ¢ € L1+, we define RBioc(f) as:

[ra(@ + [re(0] - (L4 (L +nbe(T)) - [ra(@)]) - (nfe(T) - [rie()])" !
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C Local Runtime Bounds via twn-Loops

In this appendix we briefly recapitulate how to infer runtime bounds for ¢ri-
angular weakly non-linear loops (twn-loops) based on our previous work [24,
25, 35, 36, 38]. This approach can be used to infer the local runtime bound

RB fgé{tS}(ﬂg) = log,(y) + 2 for transition ¢3 in our leading example of Fig. 2.

This local runtime bound is needed in Ex. 27 to compute RB(t3).
An example for a terminating twn-loop is:

while (2 —21 >0 A 21 > 0) do (x1,22) < (3- 21, 2 22) (15)

Note that this loop corresponds to transition ¢3 (x = x1 and y = x9) with
the additional invariant z; > 0. In practice, KoAT uses the tool Apron [32]
to automatically infer such invariants. Formally, a twn-loop (over the variables
T = (21,...,24)) is a tuple (p,n) with the guard ¢ and the update n : V — Z[V]
for V = {z1,...,24} such that for all 1 < i < d we have n(z;) = a; - z; + p;
for some a; € Z and p; € Z[zy,...,x;—1]. Thus, a twn-update is triangular,
i.e., the update of a variable does not depend on variables with higher indices.
Furthermore, the update is weakly non-linear, i.e., a variable does not occur
non-linearly in its own update.

Our algorithm for the computation of runtime bounds for twn-loops starts
with computing closed forms for the loop update, which describe the values of the
variables after n iterations of the loop. These closed forms can be represented

as poly-exponential expressions. The set of all poly-exponential expressions is
defined as PE = {Y_°_ p; - n% - b7 | k,a; €N, p; € QV], b; € Z}.

Ezample 42. The closed forms for the loop (15) are cl,, = x1 - 3" and cl,, =
xTo - 2",

The following Thm. 43 presents a construction based on closed forms which
yields polynomial runtime bounds for terminating transitions t = (¢, ¢,n,¥)
which correspond to twn-loops. We insert the closed forms of the update 1 into
every atom « = p > 0 of the guard (. This results in a poly-exponential expres-
sion pe, = Z?zl Pa,j - 7 - by ; € PE such that the summands are ordered
w.r.t. the growth rate of n®7 - by .. Now, the polynomials p,, ; in pe, determine
the asymptotic complexity of the resulting local runtime bound.

Theorem 43 (Polynomial Runtime Bounds for twn-Loops). Lett =
(L, 0,m, L) be a terminating transition and for every atom « in ¢, let peq, =
2?21 Pa,j - n* - by o € PE be a poly-exponential expression with pq j # 0 for
all1 < j <kq and (ba ks Qo k,) >lex -+ >lex (ba,1,0a,1) such that peq results
from inserting the closed forms of n into a. Then

RBM (W =2  max  {[paa]+- 4 [pags.]} +e

o occurs in

s a local runtime bound where ¢ € N is some computable constant.
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Ezample /4. The loop (15) is terminating as the value of z; eventually out-
grows the value of x5. Inserting the closed forms of Ex. 42 into the atoms yields
Pery—a1>0 = —21-3" +x2-2" and pey, >0 = 1 -3". So, we have py,—», >0, 1 = T2,
Das—m1>0,2 = —T1, and Py, >0, 1 = =1. Hence, for the transition ¢ and the loca-
tion ¢ corresponding to (15), we obtain the polynomial local runtime bound

RBt’{t}(é) =2 [Poy—z;50,1] +¢ = 222 + ¢ where ¢ = 1 (see [38] for the

loc
detailed construction of c).

While Thm. 43 always yields polynomial runtime bounds, we recently im-
proved this to logarithmic runtime bounds if the exponential expressions are
strictly decreasing, i.e., bok, > -+ > bq,1. Intuitively, the reason is that then
the summand pq j - n%7 - by, ; grows exponentially faster than all summands
Pa,i - neet - by for i < g

Theorem 45 (Logarithmic Runtime Bounds for twn-Loops). Lett =
(4, p,m,0) be a terminating transition and for every atom « in p, let pe, =
Z?zl Pa,j - n - by ;€ PE be a poly-exponential expression with pqa ; # 0 for
all1 < j < kg and by, > ... > b1 such that pe, results from inserting the
closed forms of  into . Then

RB(0) = ¢ logy(| max A[pan ]+ + [poga11}) +e

aoccurs in
is a local runtime bound where c,c’ € N are some computable constants.

Example 46. Reconsider Ex. 42 and 44: As the exponential terms in peg,_z,>0 =
—x1 - 3" 4+ 9 - 2" and pey,>0 = x1 - 3" are strictly decreasing (i.e., 3 > 2
for pey,—z,>0), we can apply Thm. 45. So for the transition ¢ and the loca-
tion ¢ corresponding to (15), we obtain the logarithmic local runtime bound
RB1 () = ¢ 1085 ([pia-s150,11) + ¢ = & - logy(wa) + ¢ = log, (w2) + 2 where
c=2and ¢ =1 (see [38] for the detailed construction of ¢ and ¢’).
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